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Pursuant to the Court’s instruction today during oral argument, the Plaintiffs submit the 
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1. Kenneth Rothman, Six Persistent Research Misconceptions, 7 J GEN INTERN MED. 29, 
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2. Aaron Blair, et al, Methodological Issues Regarding Confounding and Exposure 
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5. Lorelei A. Mucci, Maternal Smoking and Childhood Leukemia and Lymphoma Risk among 

Case 3:16-md-02741-VC   Document 1217   Filed 03/14/18   Page 1 of 4

mailto:rbwisner@baumhedlundlaw.com
mailto:mbaum@baumhedlundlaw.com


 

2 
POST-ARGUMENT SUBMISSION 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

 

1,440,542 Swedish Children, 13 CANCER EPID., BIOMARKERS & PREVENTION 9, 1528-1533 

(2004);  

6. [DRAFT] Manisha Pahwa, et al, An evaluation of glyphosate use and the risk of non-

Hodgkin lymphoma major histological sub-types in the North American Pooled Project 

(NAPP) – unpublished draft, Exh. 106; 

7. George M. Gray, et al, The Federal Government's Agricultural Health Study: A Critical 

Review with Suggested Improvements, 6 HUMAN AND ECOLOGICAL RISK ASSESSMENT 1, 47-

71 (2000), Exh. 13; 

8. Aaron Blair, et al, Reliability of Reporting on Life-Style and Agricultural Factors by a 

Sample of Participants in the Agricultural Health Study from Iowa, 13 EPIDEMIOLOGY 1, 

94-99 (2002), Exh. 30; 

9. Scott Weichenthal, et al, A Review of Pesticide Exposure and Cancer Incidence in the 

Agricultural Health Study Cohort, 118 ENVIRONMENTAL HEALTH PERSPECTIVES 8, 1117-25 

(2010), Exh. 35; 

10. Christopher Portier, et al (94 authors), Differences in the carcinogenic evaluation of 

glyphosate between the International Agency for Research on Cancer (IARC) and the 

European Food Safety Authority (EFSA), 0 EPIDEMIOLOGY COMMUNITY HEALTH MONTH 0, 

1-4 (2016), Exh. 78; and 

11. Neil Pearce, et al (110 authors), IARC Monographs: 40 Years of Evaluating Carcinogenic 

Hazards to Humans, 123 ENVIRONMENTAL HEALTH PERSPECTIVES 6, 507-14 (2015), Exh. 

116.  

DATED:  March 14, 2018 Respectfully submitted, 
 

By:  /s/ R. Brent Wisner      
R. Brent Wisner, Esq. (SBN: 276023) 
rbwisner@baumhedlundlaw.com  
Michael L. Baum, Esq. (SBN: 119511) 
mbaum@baumhedlundlaw.com  
BAUM, HEDLUND, ARISTEI, & GOLDMAN, P.C. 
12100 Wilshire Blvd., Suite 950 
Los Angeles, CA 90025 
Telephone:  (310) 207-3233 
Facsimile:  (310) 820-7444 

 

Case 3:16-md-02741-VC   Document 1217   Filed 03/14/18   Page 2 of 4

mailto:rbwisner@baumhedlundlaw.com
mailto:mbaum@baumhedlundlaw.com


 

3 
POST-ARGUMENT SUBMISSION 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

 

   
 

 
Aimee Wagstaff  
aimee.wagstaff@andruswagstaff.com   
ANDRUS WAGSTAFF, P.C.  
7171 West Alaska Drive  
Lakewood CO 80226  
Ph 303-376-6360  
F 303-376-6361  
 
Robin Greenwald 
rgreenwald@weitzlux.com  
WEITZ & LUXENBERG, P.C. 
700 Broadway 
New York NY 10003 
Telephone: (212) 558-5500 
Facsimile: (212) 344-5461 
 
Michael Miller  
mmiller@millerfirmllc.com   
THE MILLER FIRM, LLC  
108 Railroad Ave  
Orange VA 22960  
Telephone: (540) 672 4224  
Facsimile: (540) 672-3055  
 
Attorneys for Plaintiffs 
 

 
  

Case 3:16-md-02741-VC   Document 1217   Filed 03/14/18   Page 3 of 4

mailto:aimee.wagstaff@andruswagstaff.com
mailto:rgreenwald@weitzlux.com
mailto:mmiller@millerfirmllc.com


 

4 
POST-ARGUMENT SUBMISSION 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

 

CERTIFICATE OF SERVICE 
 

 I, R. Brent Wisner, hereby certify that, on March 14, 2018, I electronically filed the foregoing 
with the Clerk for the United States District Court for the Northern District of California using the 
CM/ECF system, which shall send electronic notification to counsel of record. 
 
       /s/ R. Brent Wisner   
         R. Brent Wisner 
 
 

  

 

 

   

Case 3:16-md-02741-VC   Document 1217   Filed 03/14/18   Page 4 of 4



REVIEWS
Six Persistent Research Misconceptions
Kenneth J. Rothman, DrPH1,2

1Research Triangle Institute, Research Triangle Park, NC, USA;2Boston University School of Public Health, Boston, MA, USA.

Scientific knowledge changes rapidly, but the concepts
and methods of the conduct of research change more
slowly. To stimulate discussion of outmoded thinking
regarding the conduct of research, I list six misconcep-
tions about research that persist long after their flaws
have become apparent. The misconceptions are: 1)
There is a hierarchy of study designs; randomized trials
provide the greatest validity, followed by cohort studies,
with case–control studies being least reliable. 2) An
essential element for valid generalization is that the
study subjects constitute a representative sample of a
target population. 3) If a term that denotes the product
of two factors in a regression model is not statistically
significant, then there is no biologic interaction between
those factors. 4) When categorizing a continuous vari-
able, a reasonable scheme for choosing category cut-
points is to use percentile-defined boundaries, such as
quartiles or quintiles of the distribution. 5) One should
always report P values or confidence intervals that have
been adjusted for multiple comparisons. 6) Significance
testing is useful and important for the interpretation of
data. These misconceptions have been perpetuated in
journals, classrooms and textbooks. They persist be-
cause they represent intellectual shortcuts that avoid
more thoughtful approaches to research problems. I
hope that calling attention to these misconceptions will
spark the debates needed to shelve these outmoded
ideas for good.

KEY WORDS: study design; data interpretation; epidemiologic methods;
representativeness; evaluation of interaction; multiple comparisons;
percentile boundaries; statistical significance testing.
J Gen Intern Med 29(7):1060–4
DOI: 10.1007/s11606-013-2755-z
© The Author(s) 2014. This article is published with open access at
Springerlink.com

A surprising number of misconceptions persist in the
conduct of research involving human subjects. Some

persist despite teachings to the contrary, and some because
of teachings that should be to the contrary. To spark
discussion of these issues, I list here six persistent research
misconceptions, and offer a capsule summary of the
problems with each of them.

Misconception 1. There is a hierarchy of study designs;
randomized trials provide the greatest validity, followed by
cohort studies, with case–control studies being least reliable.

Randomized trials, though often considered the “gold
standard” of study types, are not perfect, even in concept.
Furthermore, the premise that the comparative validity of
study results can be inferred from the type of study is wrong.

Although some believe that evidence from a randomized
trial is as compelling as a logical proof, no empirical finding
can provide absolute certainty. If randomized trials were
perfect, how could they give divergent results? In fact, they
are subject to various errors.1 Obviously there is random
error, as one would expect from a study based on random
assignment. But there is also systematic error, or bias. For
example, randomized trials are usually analyzed using the
“intent to treat” principle, which compares the groups that
are initially assigned by randomization, regardless of any
subsequent non-adherence. Non-adherence results in under-
estimation of any treatment effect. This bias is usually
considered acceptable because it is outweighed by the
advantages achieved by random assignment. Underestima-
tion of effects, however, is not acceptable in a safety trial
aimed at uncovering adverse effects of the treatment.
Another important source of bias in a randomized trial
comes from errors in assessing the outcome, such as
undercounting of outcome events. Also, even if randomi-
zation provides a balance of risk factors between groups at
the start of the trial, with extended follow-up, the study
groups may become progressively imbalanced through
differential attrition or changes in risk factor distributions.
With long-term trials, the benefits of random assignment
may therefore fade with time.

In short, trials are far from perfect. Furthermore, both
cohort and case–control studies will yield valid results when
properly designed and carried out. Therefore, mindlessly
ascribing greater validity to a study based on a hierarchy of
designs2,3 is fallacious. For example, the relation between
cigarette smoking and lung cancer is well established, based
on findings from cohort and case–control studies. The
connection was never shown clearly in a randomized trial. It
is not easy to assign people randomly to smoke or not
smoke; however, when smoking cessation was studied as
part of a multi-pronged intervention in the randomized
Multiple Risk Factor Intervention Trial,4 those who were
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urged to cease smoking actually developed more lung
cancer than those who did not receive the cessation
encouragement. The results of the trial did not overthrow
the findings of the many cohort and case–control studies
conducted without randomization. Rather, the discrepancy
was ascribed to problems with the trial.

In another high-profile example, results from large cohort
studies5,6 indicated that risk of coronary heart disease was
reduced among postmenopausal hormone users, but later
results from two randomized trials indicated either no
association or an increased risk.7,8 The reaction in the
scientific community and the popular press9 was to discredit
the results from the cohort studies, presuming that they had
been refuted by the randomized trials. Many continue to
believe that interpretation, but in an elegant reanalysis,
Hernan et al.10 showed that the study populations in the
cohort studies and the randomized trials were different, and
that the effects of postmenopausal hormone use varied
greatly according to age and time since menopause. When
studies were restricted to new users of hormones, Hernan et
al. showed that differences in the distribution of age and
time since menopause could explain all of the apparent
discrepancies. Although it is common to ascribe such
discrepancies to inherent weaknesses of the nonexperimen-
tal studies, it is simplistic to assign validity based on a
presumed hierarchy of study types.11

Similarly, discrepancies between cohort studies and case–
control studies should not be explained away superficially
by a presumed validity advantage for cohort studies over
case–control studies. Properly designed case–control studies
will produce the same results as properly designed cohort
studies. When conflicts arise, they could stem from
problems in either or both types of study. Although case–
control studies have long been disparaged as being
backwards versions of cohort studies, starting from disease
and tracing back to possible causes, epidemiologists today
understand case–control studies to be conceptually identical
to cohort studies, apart from an efficiency gain that comes
from sampling the denominators rather than conducting a
complete census. Indeed, the efficiency gain may allow
more resources for exposure assessment or case validation
in case–control studies, resulting in less bias than in
corresponding cohort studies of the same relation.

Those who view case–control studies as backwards
versions of cohort studies sometimes make the false
analogy that the controls should closely resemble the cases,
except that they lack the case-defining disease. In fact, the
control group in a case–control study is intended to be a
sample of the population denominator that gives rise to the
cases, a substitute for the full denominators obtained in a
cohort study. Thus, the control group should resemble the
entire study population, rather than the cases.12,13 When
properly designed, case–control studies can achieve the
same excellent validity as properly designed cohort studies,

whereas a poorly designed trial can be unreliable. The
type of study should not be taken as a guide to a study’s
validity.

Misconception 2. An essential element of making valid
generalizations from a study is that the study subjects
constitute a representative sample of a target population.

This misconception is tied to the view that scientific
generalization involves the mechanical extrapolation of
results from a sample to its source population. But that
describes statistical generalization; scientific generalization
is different: it is the process of constructing a correct
statement about the way nature works.

Scientific generalization is the ultimate goal of scientific
inquiry, but a prerequisite is designing a study that has
internal validity, which is enhanced by keeping all
disturbing variables constant. When have we heard of
animal researchers who seek a statistically representative
sample of animals? Instead, their operating principle is
nearly the opposite of seeking representativeness. Thus,
biologists studying mice prefer to study mice that are
homogeneous with respect to genes and environment, and
that differ only in respect to the experimentally manipulated
variable. Unlike the statistical generalization of opinion
polls or survey sampling, which merely calls for extrapo-
lation from sample to source population, scientific general-
ization proceeds by informed guesses, but only from the
secure platform of a valid study. Consequently, studies are
stronger if they limit variability of confounding factors, as
opposed to seeking representativeness. Doll and Hill14

studied the mortality of male British physicians in relation
to their smoking habits. Their findings were considered
broadly generalizable despite the fact that their study
population was unrepresentative of the general population
of tobacco users with regard to sex, race, ethnicity, social
class, nationality and many other variables.

When there is a legitimate question about whether an
overall association varies by subgroup of some third
variable, such as age or ethnic group, it may be necessary
to include people drawn from a broad range of values of
that third variable, but even then it is counterproductive for
the study population to be representative of the source
population for that variable. The goal in that case would be
to include study subjects distributed evenly across the
range, or in a distribution that enhances overall study
efficiency. A sample that is representative of the source
population will be suboptimal.15,16

Misconception 3. If a term that denotes the product of
two factors in a regression model is not statistically
significant, then there is no biologic interaction between
those factors.

“Biologic” is meant here broadly, to encompass biochem-
ical, psychological, behavioral and physical interactions. The
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problem is that interaction is usually evaluated through
regression models, in which the product term addresses
statistical interaction rather than biologic interaction.

Biologic interaction refers to two or more causes acting
in the same mechanism, with effects that are mutually
dependent. It describes a state of nature. If basic effects are
measured as changes in disease risk, synergistic (i.e.
positive) biologic interaction is present when the joint
effect of two causal factors is more than the sum of their
effects acting separately.17 In contrast, statistical interaction
does not describe nature; it describes a mathematical model.
It is typically assessed with a product term for two variables
in a regression model. Its magnitude depends on the choice
of measures and scale of measurement. Statistical interac-
tion implies only that the basic functional form of a specific
mathematical model is not an apt description of the relation
among variables. Two factors that show biologic interaction
may or may not exhibit statistical interaction, depending on
the model used.

Product terms in regression models have units that can
defy interpretation. If one variable is fat consumption,
measured in grams per day, and another variable is pack-
years of cigarettes smoked, what is the interpretation of a
variable that has units of grams/day multiplied by pack-
years? The challenge of interpreting such product term
coefficients has fostered a focus on the p value accompa-
nying the coefficient, rather than the magnitude of the
coefficient itself. Focusing on the pvalue, or on whether the
coefficient of a product term is statistically significant, only
worsens the problem of mistaking statistical interaction for
biologic interaction (see misconception 6). A more mean-
ingful assessment of interaction would be to focus on the
proportion of cases of a disease that one could attribute to
biologic interaction.17,18

Consider a simple example from the TREAT trial (Trial to
Reduce Cardiovascular Events with Aranesp Therapy),19

which evaluated the risk of stroke among 4,038 patients with
diabetes mellitus, chronic kidney disease, and anemia ran-
domized to receive darbepoetin alfa or placebo. Among
patients without a history of stroke, the risk of stroke during
the study period was 2 % among patients receiving placebo
and 4 % among patients receiving darbepoeitin alfa. Among
patients with a history of stroke, the corresponding risks were
4 % and 12 %. The authors noted that the risk increase was
greater for darbepoeitin alfa among those with a history of
stroke, but they dismissed this interaction because the product
term in a logistic regression model was not statistically
significant. The increased risk attributable to darbepoeitin alfa
was 2 % in the patients without a history of stroke and 8 %
among patients with a history of stroke, indicating strong
biologic interaction between darbepoeitin alfa and history of
stroke. If the risks were merely additive, the risk would be 6 %
among those with both risk factors, instead of the actual 12 %.
Thus, half of the risk among those with both risk factors

appears attributable to biologic interaction, despite the
authors’ claim that there was no interaction.

Misconception 4. When categorizing a continuous variable,
a reasonable scheme for choosing category cut-points is to
use percentile-defined boundaries, such as quartiles or
quintiles of the distribution.

There are two reasons why using percentiles is a poor
method for choosing category boundaries. First, these bound-
aries may not correspond to the parts of the distribution where
biologically meaningful changes occur. Suppose you were
conducting a study of vitamin C intake and scurvy risk in the
U.S. If you decided to categorize vitaminC intake by quintiles,
you would find that the entire relation between vitamin C
consumption and scurvy was confined to the lowest quintile,
and within that category, to only a small proportion of people
who were outliers in their low vitamin C intake. 10 mg/day of
vitamin C can prevent scurvy, but those consuming less than
that represent a fraction of 1 % of the population in the U. S.20

Using percentile-based categories would make it impossible to
find the effect of inadequate vitamin C intake on scurvy risk,
because all intake above 10 mg/d is essentially equivalent. If
we routinely use percentile cut-points, we may not know if we
are facing the same problem as we would face in the study of
vitamin C and scurvy. Amore effective alternative would be to
begin with many narrow categories, merging neighboring
categories until meaningful breaks in risk become evident.

The second problem with percentile-based categories is the
difficulty in comparing results across studies, because catego-
ries across studies using percentile category boundaries are
unlikely to correspond. This problem can be averted by
expressing boundary points in terms of the natural units of the
variable (such as mg/d for vitamin C intake). It is also useful to
report within-category means or medians.

Misconception 5. One should always report P values or
confidence intervals that have been adjusted for multiple
comparisons.

Traditional adjustments for multiple comparisons involve
inflating the P value or the width of a confidence interval
according to the number of comparisons conducted. If one
is analyzing biological data that are replete with actual
associations, the premise for traditional adjustments is
shaky and the adjustments are difficult to defend. The
concern for multiple comparisons stems from fear of finding
falsely significant findings (type I errors in the lingo of
statistics). In misconception 6, we discuss the problems
with using statistical significance testing for data analysis in
the first place. But before considering those problems, let us
consider the rationale for adjusting reported results for
multiple comparisons.

Despite the fact that a single significance test is intended
to have a 5 % probability (at the conventionally used level)
of being significant when the null hypothesis is true, and
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therefore multiple tests when properly carried out should
each have this property, there is a concern that when
making multiple tests, the probability of a spurious result is
increased. Of course, as the number of tests increases, the
probability that one or more of them would be falsely
positive increases, but that is only because many tests are
being conducted. Adjustments for multiple comparisons
will reduce these type I errors, but they do so at the expense
of increasing type II errors, which are nonsignificant test
results in the presence of a real association. When observed
associations are all the result of chance, type I errors can
occur, but type II errors cannot occur. Conversely, when the
observed associations all reflect actual relationships, type II
errors can occur, but type I errors cannot. Thus, the context
of any analysis has fundamental implications regarding the
interpretation of the data. In particular, it is absurd to make
adjustments that reduce type I errors at the expense of
increasing type II errors without some evaluation of the
estimated relative cost and frequency of each type of error.

If scientists were put to work studying random numbers
instead of biologic data, all the significant results they
reported would represent type I errors, and adjustments for
multiple comparisons would make sense; some skeptics
believe that studies of genome-wide association scans may
approximate this situation.21 But when scientists are
studying biological relations rather than random numbers,
the premise that type I errors are the major concern may be
wrong.22 A more rigorous evaluation of the need for
multiplicity adjustments would begin with an assessment
of the tenability of the thesis that the data are essentially
random numbers. If one is studying experiments on psychic
phenomena, skepticism about the results might lend support
to multiplicity adjustments. If one is studying physiologic
effects of pharmaceutical agents, real associations are to be
expected and the adjustments are more difficult to defend.
Studying single nucleotide polymorphisms in relation to a
given disease might be a middle ground. One approach to
this issue that is theoretically more defensible is a Bayesian
approach, which assigns prior credibility to various levels
of association and adjusts by using Bayes’ theorem to
calculate posterior credibility.23,24

Misconception 6. Significance testing is useful and impor-
tant for the interpretation of data.

Significance testing has led to far more misunderstanding
and misinterpretation than clarity in interpreting study
results.25–28 A significance test is a degraded version of
the P value, a statistic that blends precision with effect size,
thus confusing two essential aspects of data interpretation.
Measuring effect size and its precision as separate tasks is a
more direct and clearer approach to data interpretation.

For research studies that aim to measure associations, and
infer whether they reflect causal connections, focusing on
the magnitude of these associations ought to be the primary

goal: estimation of effects is decidedly preferable to
statistical testing. Ideally, a study estimates the magnitude
of the effect size, and analyzes the possible errors that might
have distorted it. Systematic errors such as confounding
from measured factors can be dealt with through analytic
methods; other systematic errors, such as the effects of
measurement error or selection bias, can be addressed
through sensitivity analyses (also known as bias analysis).
Random error is typically expressed through confidence
intervals, giving a range of parameter values that are
consistent with the data to a specified level.

It is unfortunate that a confidence interval, from which both
an estimate of effect size and its measurement precision can be
drawn, is typically used merely to judge whether it contains
the null value or not, thus converting it to a significance test.
Significance tests are a poor classification scheme for study
results; strong effects may be incorrectly interpreted as null
findings because authors fallaciously interpret lack of statis-
tical significance to imply lack of effect, or weak effects may
be incorrectly interpreted as important because they are
statistically significant. Rather than be used as surrogate
significance tests, confidence intervals ought to be interpreted
as quantitative measures indicating magnitude of effect size
and degree of precision, with little attention paid to the precise
location of the boundaries of the confidence interval. This
advice is backed by the Uniform Requirements for Manu-
scripts Submitted to Biomedical Journals, but nevertheless
often overlooked even by reviewers and editors whose
journals support the requirements.29

Many misconceptions derive from reliance on statistical
significance testing. The focus on the statistical significance
of interaction terms instead of measuring interaction, as
discussed above, is one example. The evaluation of dose–
response trends simply by declaring that there is or is not a
significant trend, rather than expressing the magnitude and
ideally the shape of that trend, is another. Yet another is the
advice sometimes offered to calculate the power of a study
when reporting results, especially if those results are not
statistically significant. Reporting the power of a study as
part of the results is called “post-hoc” power calculation.30

Power calculations are based on a hypothesis about the
level of association that is to be distinguished from a null
association, but when the study results are on hand, there is
no longer any need to hypothesize about the magnitude of
the association, because you now have an estimate of it. A
confidence interval for the estimated association conveys all
the relevant information; nothing further is to be gained
from a power calculation.

The unfortunate consequence of the focus on statistical
significance testing has been to foster a dichotomous view
of relationships that are better assessed in quantitative
terms. This distinction is more than a nicety. Every day
there are important, regrettable and avoidable misinterpre-
tations of data that results from the confusing fog of
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of the effect size, and analyzes the possible errors that might
have distorted it. Systematic errors such as confounding
from measured factors can be dealt with through analytic
methods; other systematic errors, such as the effects of
measurement error or selection bias, can be addressed
through sensitivity analyses (also known as bias analysis).
Random error is typically expressed through confidence
intervals, giving a range of parameter values that are
consistent with the data to a specified level.

It is unfortunate that a confidence interval, from which both
an estimate of effect size and its measurement precision can be
drawn, is typically used merely to judge whether it contains
the null value or not, thus converting it to a significance test.
Significance tests are a poor classification scheme for study
results; strong effects may be incorrectly interpreted as null
findings because authors fallaciously interpret lack of statis-
tical significance to imply lack of effect, or weak effects may
be incorrectly interpreted as important because they are
statistically significant. Rather than be used as surrogate
significance tests, confidence intervals ought to be interpreted
as quantitative measures indicating magnitude of effect size
and degree of precision, with little attention paid to the precise
location of the boundaries of the confidence interval. This
advice is backed by the Uniform Requirements for Manu-
scripts Submitted to Biomedical Journals, but nevertheless
often overlooked even by reviewers and editors whose

29journals support the requirements.2

The evaluation of dose–
response trends simply by declaring that there is or is not a
significant trend, rather than expressing the magnitude and
ideally the shape of that trend, is another.

The unfortunate consequence of the focus on statistical
significance testing has been to foster a dichotomous view
of relationships that are better assessed in quantitative
terms. This distinction is more than a nicety. Every day
there are important, regrettable and avoidable misinterpre-
tations of data that results from the confusing fog of
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statistical significance testing. Most of these errors could be
avoided if the focus were shifted from statistical testing to
estimation.

CONCLUSION

Why do such important misconceptions about research
persist? To a large extent these misconceptions represent
substitutes for more thoughtful and difficult tasks. It is simpler
to resolve a discrepancy between a trial and a nonexperimental
study in favor of the trial, without undertaking the laborious
analysis that Hernan et al. did.10 It is easy to declare that a
result is not statistically significant, falsely implying that there
is no indication of an association, rather than to consider
quantitatively the range of associations that the data actually
support. These misconceptions involve taking the low road,
but when that road is crowded with others taking the same
path, there may be little reason to question the route. Indeed,
these misconceptions are often perpetuated in journals,
classrooms and textbooks. I believe that the best prospect for
improvement is to raise consciousness about the issues, with
reasoned debate. Max Planck once said, “A new scientific
truth does not triumph by convincing its opponents and
making them see the light, but rather because its opponents
eventually die, and a new generation grows up that is familiar
with it.”31 To the extent that this cynical view is correct, we
can expect to see outmoded concepts fade away slowly at best.
I hope that calling attention to these misconceptions will spark
the needed debates and be a catalyst for change.
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Methodological Issues Regarding Confounding
and Exposure Misclassification in Epidemiological

Studies of Occupational Exposures
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Background Confounding and exposure misclassification are issues that concern
epidemiologists because of their potential to bias results of studies and complicate
interpretations. In occupational epidemiology both are routinely raised to argue that an
observed result is either a false positive or a false negative finding. Although it is important
to consider the potential for limitations of epidemiologic investigations, judgment
regarding their importance should be based on their actual likelihood of occurrence.
Methods This paper is based on our experience in epidemiologic analyses and a brief
review of the literature regarding confounding and exposure misclassification.
Results Examples of substantial confounding are rare in occupational epidemiology. In
fact, even for studies of occupational exposures and lung cancer, tobacco-adjusted relative
risks rarely differ appreciably from the unadjusted estimates. This is surprising because it
seems the perfect situation for confounding to occur. Yet, despite the lack of evidence that
confounding is a common problem, nearly every epidemiologic paper includes a lengthy
discussion on uncontrolled or residual confounding. On the other hand, exposure
misclassification probably occurs in all studies. The only question is, how much? The
direction and magnitude of nondifferential exposure misclassification (the type most likely
to occur in cohort studies) on estimates of relative risks can be largely predicted given
knowledge on the degree of misclassification, that is, relatively small amounts of
misclassification can bias relative risks substantially towards the null. The literature,
however, is full of discussions implying that misclassification of exposure is an explanation
for a positive finding.
Conclusions These comments are not to suggest that all potential limitations for
epidemiologic studies should not be considered and evaluated. We do believe, however,
that the likelihood of occurrence and the direction and magnitude of the effect should be
more carefully and realistically considered when making judgments about study design or
data interpretation. Am. J. Ind. Med. 50:199–207, 2007. ! 2006 Wiley-Liss, Inc.

KEY WORDS: confounding; exposure misclassification; methods; occupational
epidemiology

INTRODUCTION

The potential limitations of observational epidemiologic
studies are well described in textbooks on epidemiology.
These limitations include confounding, selection bias,
information bias, and lack of validity and precision of
exposure, and disease determinations. Concerns over these
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limitations are also raised and discussed in most epidemio-
logic papers. A critical assessment of the strengths and
weaknesses of all scientific studies is a crucial component of
the scientific method and this process serves to identify false
leads, to consider alternative explanations, and to improve
study designs. In occupational epidemiology, two limitations
that receive considerable attention are confounding and
exposure misclassification. Theoretical issues regarding
these concepts have been well thought out, can be found in
most epidemiologic texts [e.g., Breslow and Day, 1980;
Checkoway et al., 2004], and are taught in all epidemiol-
ogy training programs. We worry, however, that many
‘‘potential’’ limitations in epidemiology, particularly con-
founding and exposure misclassification, have assumed an
aura of ‘‘actual’’ limitations, where it is not necessary to
provide any evidence that the proposed limitation is present.
Simply the mention of the possibility of a theoretical
limitation is often sufficient to discount the study findings.
In the field of occupational epidemiology, it seems that we
are especially prone to react in this way on issues that are
complex, contentious and hotly debated. These are, of
course, the situations where we should demand data, not just
opinions. Perhaps we should follow the proposition of Levitt
and Dubner [2005] that ‘‘conventional wisdom is often
wrong’’ and that a hypothesis of bias requires direct evidence
to corroborate or refute, just like a hypothesis for a causal
relationship.

We emphasize that we are not proposing that potential
limitations be ignored. It is important to consider the possible
impact of confounding and exposure misclassification on
study results.We are concerned, however, that as a discipline,
our assessment of the likelihood and impact of these two
factors on study findings is unbalanced and this may lead to
invalid conclusions, poor decision-making, and faulty public
policy. This is clearly a scientific issue, but could also be
construed as an ethical issue. Although interpretation of data
is not usually recognized as an ethical issue, the American
College of Epidemiology Ethics Guidelines identify ‘‘mak-
ing appropriate interpretations from the data analysis’’ as one
the criteria in the section on ‘‘Adhering to the highest
scientific standards’’ [American College of Epidemiology,
2000].

CONFOUNDING

Confounding occurs when a factor is associated with the
outcome in the absence of the exposure of interest and also
with the exposure of interest. For confounding to occur, the
factor must be a risk factor for the outcome and also
correlated with the exposure of interest [Checkoway et al.,
2004]. What may not be as well appreciated is that for
confounders to have much of an impact, both associations
(i.e., risk factor for the disease and correlation with the
exposure of interest) must be strong [Breslow and Day,

1980]. If this is not the case, the impact of confounding
cannot be large. Situations fulfilling these requirements are
not common. Despite these rather stringent requirements, we
find that many scientific discussions about potential con-
founding seem to assume that it is common and its impact is
sizable. Typically the potential for confounding is hypothe-
sized because some putative risk factor for the outcome of
interest, or because some factor thought to be correlated with
the exposure of interest has not been addressed in the study
design or in the analyses. For example, in evaluating a study
of a specific pesticide and lung cancer risk, suspected or
established lung carcinogens (with no evidence of a linkage
with the pesticide of interest), or other exposures that may
coincidewith the pesticide of interest (with no indication that
they cause lung cancer) may be suggested as possible
confounders. In such discussions, it is unusual for both
associations to be considered and even rarer for the
magnitude of these associations to be evaluated and for
supportive data to be provided.

In occupational epidemiology, tobacco or other occupa-
tional exposures are commonly raised as potential confoun-
ders, particularly with retrospective cohort studies, since
these studies often lack information on these factors.
However, even without direct information on their occur-
rence or magnitude in the population under study, the
possible impact of such confounding can be estimated.

For example, consider tobacco use as a confounder.
Axelson [1978] made an extremely important contribution to
this issue when he demonstrated that confounding from
tobacco use in occupational studies of lung cancer was
unlikely to entirely explain relative risks greater than 1.6. So,
even without information on tobacco use, the Axelson
approach [1978] could be used to set boundaries regarding
the likely impact of smoking confounding. This approach
was further evaluated and extended to additive models
by Gail et al. [1988]. Using these approaches, the occur-
rence and likely magnitude of confounding by tobacco can
be reasonably estimated because we have a considerable
amount of information on relative risks from tobacco use for
many diseases, as well as information on tobacco use by
various occupations or exposures [Brackbill et al., 1988;
Stellman et al., 1988]. With this information, it is relatively
easy to estimate the potential impact of confounding by
smoking, as suggested by Axelson [1978], thus, negating the
need for pure speculation. Kriebel et al. [2004] extended this
technique of indirect adjustment in a quantitative evaluation
of the possible effects of confounding by tobacco and alcohol
use in occupational studies. They concluded that changes of
greater than 20% were unlikely.

The potential for confounding by tobacco can also be
evaluated by assessing the correlation between smoking and
specific occupational exposures. This may not always be
possible because the necessary information is often not
available. However, Siemiatycki et al. [1988b] evaluated the
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relationship between level of exposure to 10 common
occupational exposures (sulfur dioxide, welding fumes,
engine emissions, gasoline, lubricating oil, solvents, paints/
varnishes, adhesives, excavation dust, and wood dust) and
tobacco use using data from a case-control study inMontreal.
They found no correlation between occupational exposure
indices for any of these substances and smoking history. Of
course, tobacco use could be associated with other occupa-
tional exposures, but these data suggest that a strong
association between smoking and specific exposures is
unlikely.

Another approach to assess the magnitude and impor-
tance of confounding is to examine the impact of adjustment
for possible confounders on estimates of relative risks. It has
been our experience from numerous analyses for many
potential confounders in our own studies that, just as theory
indicates [Checkoway et al., 2004; Breslow and Day, 1980],
confounding sufficient to affect interpretations of the data is
extremely rare. We have not made a thorough review of the
literature on this point for this paper, but we present a few
examples. Table I presents odds ratios (ORs) for lung cancer
by industry and occupation from a case-control study [Levin

TABLE I. Unadjusted and Adjusted (Age and Smoking) Odds Ratios for Lung Cancer by Occupation/Industry [FromLevin et al.,1988]

Occupation/industry Number cases/controls Unadjusted OR ORadjusted for age and smoking

Industry
Agriculture, forestry, fishing 63/47 1.4 1.4
Foodmanufacturing 28/31 0.9 0.9
Textile 89/128 0.7 0.7
Sewing 34/30 1.2 1.3
Furniture 16/10 1.7 1.3
Chemical 34/25 1.4 1.7
Pharmaceuticals 12/10 1.3 1.2
Rubber andplastic 15/18 0.9 1.0
Metallurgical 84/73 1.2 1.1
General machinery 135/151 0.9 0.9
Electric equipment 27/33 0.8 0.9
Transportation 45/40 1.2 1.1
Precision machinery 23/19 1.3 1.5
Building construction 73/57 1.4 1.2
Food andbeverage 198/225 0.9 1.0
Education, culture, arts 61/57 1.1 1.2
Scientific research 14/13 1.1 1.0
State organizations 93/92 1.1 1.0

Occupation
Professionals/technicians 150/163 0.9 1.1
Serviceworkers 189/172 1.2 1.2
Agricultural workers 54/37 1.6 1.6
Metal smelting 675/57 1.2 1.1
Chemical workers 17/11 1.6 1.4
Textileworkers 38/53 0.7 0.7
Tanning and fursworkers 12/11 1.1 0.9
Tailoring and sewingworkers 21/25 0.9 1.0
Food andbeverageworkers 21/14 1.6 1.6
Metal forgers, tool makers 114/86 1.4 1.4
Machinery assemblers 53/65 0.8 0.9
Electrical equipment installers 19/25 0.8 0.8
Pipefitters,welders 26/30 0.9 0.9
Glass, ceramic workers 12/17 0.7 0.6
Painters 15/10 1.6 1.4
Constructionworkers 44/30 1.6 1.4
Power equipment operators 27/20 1.4 1.2
Transportation equipment operators 109/104 1.1 1.1

Confounding and Exposure Misclassification in Occupational Studies 201
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et al., 1988] where both crude and smoking-adjusted ORs
were presented. Of the 36 comparisons of unadjusted and
adjustedORs, 26were identical or differed by only 0.1, seven
changed by 0.2, and two changed by 0.3. The results from an
analysis of pooled data from several case-control studies of
lung cancer in Germany were similar (Table II)[Bruske-
Hohlfeld et al., 2000]. After adjusting for smoking and
asbestos exposure, the biggest change in the ORs for lung
cancer was about 0.3 or more and most ORs hardly changed
at all. Similar results were found in a case-control study of

lung cancer in Italy [Richiardi et al., 2005]. Likewise,
Siemiatycki et al. [1988a] compared 75 smoking adjusted
and smoking unadjusted relative risks for lung, bladder and
stomach cancer. Only eight comparisons had differences of
20% or greater (seven for lung cancer and one for bladder
cancer). Adjustment for smoking in a cohort study where the
prevalence of smoking was positively correlated with the
estimated level of exposure to acrylonitrile is shown in
Table III [Blair et al., 1998]. The prevalence of ever smoking
increased from 62% among workers in the lowest exposure

TABLE II. OddsRatios for Lung CancerWithDifferent Adjustments (Age; Age, Smoking; andAge, Smoking, Asbestos) by Occupation/Industry [FromBruske-
Hohlfeld et al., 2000]

Number case/controls Age adjusted OR Age, smoking adjusted OR Age, smoking, asbestos adjusted OR

Industry
Agriculture, forestry, fishing 812/951 1.29 1.30 1.32
Energy andmining 274/440 1.72 1.47 1.44
Chemicals and oil 98/117 1.23 1.19 1.16
Rubber andplastics 43/85 2.04 1.94 1.89
Stone, glass, pottery 165/276 1.80 1.55 1.50
Metal production 574/764 1.45 1.37 1.27
Engine/vehicle building 791/1000 1.40 1.32 1.21
Electrical and sheetmetal 499/446 0.89 0.90 0.87
Paper,wood, and printing 362/426 1.24 1.28 1.31
Food and tobacco 232/276 1.23 1.04 1.07
Construction 706/1004 1.63 1.35 1.32
Wholesale trade 475/404 0.83 0.71 0.73
Shipping and storage 318/410 1.37 1.13 1.14
Financing and insurance 119/97 0.79 0.76 0.79
Restaurants and hotels 128/166 1.36 1.04 1.06
Education, health, research 99/156 1.60 1.24 1.27

Occupation
Farmer, agricultural workers 662/770 1.26 1.29 1.31
Forestry worker, fisherman 125/179 1.52 1.57 1.61
Miner 211/380 1.92 1.64 1.65
Stone cutter and carver 75/96 1.34 1.07 1.04
Chemical processor 104/170 1.69 1.56 1.55
Papermaker, printer 76/71 0.95 0.87 0.89
Cabinetmaker 274/314 1.20 1.32 1.36
Metal producer andprocessor 460/731 1.77 1.49 1.42
Machinerymechanic, plumber 904/983 1.14 1.13 0.99
Electrician 286/246 0.87 0.87 0.82
Textile and leather worker 157/180 1.20 1.13 1.17
Food andbeverage processor 218/281 1.35 1.14 1.17
Bricklayer, carpenter 330/498 1.65 1.39 1.33
Plasterer, insulator, upholsterer 108/152 1.43 1.37 1.34
Painter and lacquerer 96/147 1.60 1.39 1.42
Architect, technician, engineer 754/409 0.49 0.61 0.60
Salesworker 565/447 0.76 0.70 0.73
Medical, dental,veterinary worker 83/43 0.50 0.58 0.60
Social worker, teacher, scientist 361/122 0.32 0.39 0.41
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quintile to 75% in the highest. In this case, smoking was
associated with the exposure of interest and we thought that
the nonsignificant excess for lung cancer in the highest
quintile (relative risk (RR)¼ 1.5) could be due to confound-
ing. Because lung cancer was the a priori disease of interest,
information on tobacco use was obtained from the next-of-
kin of all the lung cancer cases and a 10% sample of the
cohort on the noncases. Adjustment for smoking did not
eliminate the elevated RR in the upper quintile. The RR for
lung cancer in the highest quintile of exposure of the smoking
subcohort increased from 1.5 to 1.7 without adjustment for
tobacco use, but was unchanged when adjusted for smoking.
Thus, the smoking–exposure relationship observed was
apparently not tight enough to have much of an effect on the
acrylonitrile/lung cancer relationship. Similar conclusions
have been made in other analyses and surveys evaluating
possible confounding by smoking in occupational studies
[Blair et al., 1985; Simonato et al., 1988]. Data from studies
of well-established occupational carcinogens also indicate
that tobacco use does not confound these associations. For
example, respiratory cancer is a well-demonstrated conse-
quence of arsenic exposure among smelter workers [Lubin
et al., 2000]. Tobacco does not appear to be associated with
level of exposure and, consequently, does not confound the
arsenic-respiratory cancer relationship [Welch et al., 1982].
Radon exposure among uraniumminers has a sizable impact
on lung cancer and this relationship is not confounded by
smoking [Labbe et al., 1991]. Thus, these findings on
well-established carcinogens indicate that confounding by
tobacco use in occupational studies of lung cancer is rare and
is not likely to be an explanation for positive study findings.
We think the fact that tobacco use, which is the major risk
factor for lung cancer and which differs by occupation and
sometimes by estimated exposure to specific chemicals,
rarely confounds disease risks from occupational associa-
tions is instructive. If tobacco does not confound lung cancer
risks in occupational studies, it is even less likely that more
modest risk factors for various diseases and with no known
association with the exposure of interest would have a
substantial effect.

Potential confounding from other exposures in the
workplace is more difficult to evaluate [Blair et al., 1995].
This is because information is seldom available on the
correlation between different occupational exposures,
although we know that most work places have multiple
exposures. What is often available, however, is information
regarding the potential for these ‘‘other’’ exposures to cause
the disease of interest. If experimental and epidemiologic
studies do not suggest an association between a potential
confounder and the disease, then perhaps we need not be as
concerned that these factors function as confounders.
Experience from our own studies and the article by Bruske-
Hohlfeld et al. [2000] indicates that confounding by other
work place exposures is also rare. Similarly, adjustment for
asbestos exposure had little effect on the relationship
between crystalline silica and lung cancer in diatomaceous
earth workers [Checkoway et al., 1997]. Thus, a cursory
examination of the literature suggests that confounding from
other occupational exposures is not likely to be a common
occurrence.

EXPOSURE MISCLASSIFICATION

It is important to note that the definition of exposure and
the presence of exposure misclassification is tied to the
objectives of the research. For example, if the study goal is to
evaluate the association between airborne measurements of
radon gas and lung cancer in underground miners, then an
exposure assessment based on airborne measurements (if
performed appropriately) may not suffer from much
misclassification (measurement error would still occur) and
the estimates of relative risk are unbiased. In contrast,
misclassification is more likely to occur if the goal is to
evaluate the risk of lung cancer by delivered dose of radiation
to the lung tissue and exposure estimates were based on
entirely on airborne measurements.

For etiologic research, a reasonable theoretical construct
for exposure is ‘‘delivered dose to the target cell.’’ Although
desirable, this definition of exposure is largely unachievable.
In practice, measured levels or estimates in air, water, dust, or

TABLEIII. RelativeRisks forLungCancerbyEstimatedLevel ofAcrylonitrileExposureAdjustedforAge,CalendarTime,Gender, andRaceandalso forCigarette
Use [FromBlair et al.,1998]

Quintile of estimated exposure

Analysis group Lowest 2nd 3rd 4th Highest P for trend

%Ever smoked cigarettes 62% 64% 68% 72% 75%
Full cohort 1.1 1.3 1.2 1.0 1.5 0.65
Selected smoking subcohort, not adjusted for smoking 0.8 1.1 1.0 0.9 1.5 0.70
Smokingsubcohortwith informationoncigaretteuse,notadjusted forsmoking 0.3 0.9 1.0 1.0 1.7 0.80
Smoking subcohort, adjusted for number of cigarettes per day 0.3 0.7 1.1 1.0 1.7 0.96
Full cohort with estimated changes from the smoking subcohort 1.1 1.0 1.1 0.9 1.4
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biologic tissues serve as surrogates for delivered dose.
Axelson [1985] noted that assessment for relatively short
(hours or days) exposures, for example, accidents or similar
events, or constant/life-long exposures can sometimes be
relatively easy, but these situations are rare. More typically,
exposures over a longer period of time period are of interest.
Since occupational exposures vary in intensity over time, it is
difficult to create an accurate time-dependent exposure
model.

The theoretical underpinnings for exposure misclassifi-
cation are well developed. Checkoway et al. [2004] describe
this as information bias. Exposure misclassification can
either be non-differential (the probability or degree of
misclassification is the same among diseased and non-
diseased subjects), or differential (the probability or degree
of misclassification is not the same among the diseased and
non-diseased). Non-differential misclassification tends to
bias relative risks toward the null for dichotomous exposure
classifications. Although it can move estimates of relative
risks away from null for some categories in multi-level
exposure indices, in the highest exposure category it can only
diminish the relative risk [Dosemeci et al., 1990]. Thus, in
multi-level exposure analyses, non-differential misclassifi-
cation tends to disrupt exposure-response trends and
diminish our confidence that a causal association exists. In
cohort studies, exposure misclassification is typically
thought to be nondifferential because exposure assessment
is independent from diagnosis of disease. In contrast,
differential misclassification of exposure can bias the relative
risks toward or away from the null. This type of misclassi-
fication is typically thought of as more of a concern in case-
control studies because information on exposure is often
obtained after diagnosis of disease. It is our impression that
clear evidence for differential misclassification in case-
control studies is relatively uncommon, but we did not
perform a thorough review of the epidemiologic literature on
this point. The likely occurrence of nondifferential mis-
classification of exposure, however, does not insure that the
relative risks are underestimated. This is because misclassi-
fication of exposure is not the only source of bias and other
sources could move the risk estimates away from the null
[Jurek et al., 2005]. On the other hand, nondifferential
misclassification itself is unlikely to create false positive
findings.

It is more difficult to evaluate the impact of exposure
misclassification on relative risks in occupational studies
than for confounding because of the absence of information
on the level of misclassification present. The theoretical
impact of exposure misclassification on relative risks,
however, can be estimated with information on the validity
of exposure measurements/assessments and predicted rela-
tive risks [Rothman and Greenland, 1998; Checkoway et al.,
2004]. A number of publications have described the
theoretical impact of misclassification. They demonstrate

that the magnitude of the effect of exposure misclassification
on estimates of relative risk varies by the degree of
misclassification and prevalence of the exposure. It is clear
from these publications that relatively small errors (i.e.,
10%–20%) can have sizable effects on relative risks
[Copeland et al., 1977; Flegal et al., 1986].

If the desired characterization of exposure in etiologic
studies is delivered dose to the target tissue, then no
epidemiologic study is free from exposure misclassification.
Unfortunately, the difficulty of obtaining true ‘‘gold
standard’’ measurements means we never precisely know
where we stand on the misclassification scale. It is likely,
however, that even when basing exposure estimates on
environmental or biologic measurements, our estimate of
exposure is not likely to bevery accurate if ‘‘delivered dose to
the target organ’’ is the desired construct. Thus, even in the
best of circumstances, exposure misclassification is likely to
be considerable, and most epidemiologic studies do not
possess ‘‘ideal’’ exposure measures. Some indication of the
accuracy of occupational exposure assessment, however, can
be gleaned from reports that compare different methods to
assess a particular exposure. The sensitivity and specificity or
correlation between two methods of exposure assessment
provides some indication of the possible magnitude of
misclassification, although it is important to remember that
neither is likely to represent a ‘‘gold standard.’’

Table IV displays a few selected comparisons of
occupational exposure assessments from the literature. The
level of agreement in these studies shows Kappa values from
ranging from 0.40 to 0.70 and correlations from 0.10 to 0.70.
These values are roughly equivalent to the degree of
misclassification and indicate that the level of disagreement
between different measures of exposure is likely to exceed
30% inmost circumstances andmaybe as high as 70%.Use of
these values as the actual range of misclassification assumes
that one of the measures represents the ‘‘gold standard.’’
Since they do not, we are unsure of the how well the
relationship between these two factors reflects that actual
amount of misclassification.

The effect on relative risks from nondifferential
misclassification in the 30%, percent range is sobering. Just
in terms of relative ranking of subjects, Walker and Blettner
[1985] showed that the classification of subjects by an
exposure estimate that has a correlation of 0.70 with the true
measure results in only 40% of the subjects being placed in
the correct quintile of exposure. Even accepting correct
placement by quintile as a success, itmeans that about 60%of
the subjects would not be in the correct exposure quintile.
Moreover, misclassification of exposure of this magnitude
would have a considerable impact on estimates of relative
risk. For example, Table V shows the impact of exposure
misclassification on relative risks in hypothetical situations
with a sensitivity of 0.7, specificity of 0.7 or 1.0, exposure
prevalences of 10%, 30%, or 50% and true relative risks of
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2.0 or 3.0. We chose these sensitivity and specificity values
because they are roughly similar to level of exposure
misclassification from the studies in Table IV. The amount
of downward bias observed in situations displayed here is of
such a magnitude that a reasonable interpretation of some of
these observed relative risks would be that no association
exists, even for a true relative risk of three. The observed
relative risks are similar towhat we often see in occupational
studies, raising the question that we may be missing many
occupational hazards because of exposure misclassification.
In many, probably most, occupational studies, the sensitivity
and specificity of exposure assessment may not reach 70% as
assumed here and the level of bias would be even greater than
displayed in Table V.

MISCLASSIFICATION OF A CONFOUNDER

Confounding factors can also suffer from misclassifica-
tion. This is probably a common occurrence. The effects of
confounder misclassification have been well discussed by

Savitz and Baron [1989]. They make the point that in the
presence of confounding, statistical adjustment is likely to be
incomplete because of misclassification of the confounder
and that the amount of confounding remaining is likely to be
proportional to the amount removed in the adjustment
process. Thus, misclassification of actual confounders would
result in a general under assessment of the amount of
confounding. Concern about residual confounding would be
confined to situations where ameaningful difference is found
between the adjusted and unadjusted point estimates, unless
exposure assessment for the confounder is completely
random.

CONCLUSIONS

We believe of the two of the major methodologic issues
raised in epidemiologic studies of occupational exposures,
that is, confounding and exposuremisclassification, the latter
is of far greater concern. It is rare to find substantial
confounding in occupational studies (or in other epidemio-
logic studies for that matter), even by risk factors that are
strongly related to the outcome of interest. On the other hand,
exposure misclassification probably occurs in nearly every
epidemiologic study. For nondifferential misclassification,
the type of misclassificationmost likely in cohort studies, the
direction of the bias is largely predictable, that is, a bias of
relative risks toward the null. In addition, themagnitude from
relatively small amounts ofmisclassification can be sufficient
to lead to an interpretation of no effect. Thus, interpretation
of epidemiologic data and evaluations of epidemiologic
studies should bemore concerned about exposure assessment
than confounding.

We find this is not usually the case. Extensive discussion
of potential for confounding from specific, and sometimes
unspecified, factors occurs routinely. Confounding is often
raised as an explanation for positive findings without
providing any information that the very specific conditions

TABLE IV. Studies Reporting Different ExposureAssessmentTechniques

Reference Type of estimate Exposure Agreement

Friesenetal. [2003] Expert estimate andmeasurements Coal tar pitch volatiles r¼ 0.42
Benkeetal. [1997] Expert estimate andmeasurements Cutting, fluids-welding, fumes, lubricating oils Kappa¼ 0.64,Kappa¼ 0.57,

Kappa¼ 0.42
Ahrensetal. [1993] JEMs, JEMsþ questionnaires Asbestos, asbestos Kappa¼ 0.67,Kappa¼ 0.40
Baugher[1994] PKmodel andmeasurements 2,4-D r¼ 0.65
Steenlandetal. [1999] Expert estimates and serummeasurements 2,3,7,8 tetrachloro-dibenzo-p-dioxin r¼ 0.70
Stewartetal. [2003] Deterministic, ratio, and homogeneous group

methodswith exposuremeasurements
Acrylonitrile r¼ 0.63, r¼ 0.64, r¼ 0.66

Nieuwenhaijsenetal.[1995] Estimates for average, cumulative, peak levels Allergens r range from 0.39 to 0.68
Stewartetal. [2000] Expert estimates Formaldehyde r¼ 0.4 to 0.5

TABLE V. Observed Relative Risks Based on Sensitivity, Specificity,
Exposure Prevalence and True Relative Risks

True relative risk
and prevalence of exposure

Sensitivity¼ 0.7;
specificity¼1.0

Sensitivity¼ 0.7;
specificity¼ 0.7

True relative risk¼ 2.0
Exposure prevalence¼10% 1.94 (0.808) 1.15 (0.194)
Exposure prevalence¼ 30% 1.80 (0.760) 1.30 (0.359)
Exposure prevalence¼ 50% 1.63 (0.700) 1.31 (0.400)

True relative risk¼ 3.0
Exposure prevalence¼10% 2.82 (0.808) 1.29 (0.194)
Exposure prevalence¼ 30% 2.44 (0.766) 1.53 (0.359)
Exposure prevalence¼ 50% 2.05 (0.700) 1.50 (0.400)

Kappas for the corresponding sensitivity, specificity, and exposure prevalence are in
parentheses.
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required for it to occur actually do. On the other hand,
discussions of exposure misclassification, if they occur at all,
often imply that it may have created a false positive finding,
even for cohort studies where nondifferential misclassifica-
tion is likely to have the opposite effect. We think the relative
attention paid to potential biases from confounding and
exposure misclassification is unbalanced. To provide sound
evaluations of epidemiology data, comments on confounding
and exposure misclassification need to indicate the prob-
ability of occurrence, and magnitude and direction of
possible effects to make sound scientific judgments and
public policy decisions.
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ABSTRACT
The assessment of risk from environmental and occupational exposures incorpo-

rates and synthesizes data from a variety of scientific disciplines including toxicology
and epidemiology. Epidemiological data have offered valuable contributions to the
identification of human health hazards, estimation of human exposures, quantifi-
cation of the exposure-response relation, and characterization of risks to specific
target populations including sensitive populations. As with any scientific discipline,
there are some uncertainties inherent in these data; however, the best human health
risk assessments utilize all available information, characterizing strengths and limi-
tations as appropriate. Human health risk assessors evaluating environmental and
occupational exposures have raised concerns about the validity of using epidemi-
ological data for risk assessment due to actual or perceived study limitations. This
article highlights three concerns commonly raised during the development of hu-
man health risk assessments of environmental and occupational exposures: (a) error
in the measurement of exposure, (b) potential confounding, and (c) the interpre-
tation of non-linear or non-monotonic exposure-response data. These issues are of-
ten the content of scientific disagreement and debate among the human health risk
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Epidemiology in Risk Assessment: Challenges and Opportunities

assessment community, and we explore how these concerns may be contextualized,
addressed, and often ameliorated.

Key Words: epidemiology, risk assessment, bias, measurement error, confound-
ing, exposure-response, misclassification.

INTRODUCTION

Human health risk assessment (HHRA) is a process used to estimate the nature
and probability of adverse health effects in humans who may be exposed to chemical
and non-chemical stressors in environmental media (e.g., air, water, soil, or food)
or in the workplace (USEPA 2013). The risk assessment paradigm is comprised
of four steps: hazard identification, exposure assessment, dose-response modeling,
and risk characterization (NRC 1983). A risk assessment may be designed to address
questions such as "What types of health problems may be caused by different en-
vironmental and occupational stressors such as chemicals, microbes, or radiation?"
or "What is the probability that an adverse health effect will occur within a specific
range of concentration or dose of these stressors?" The answers to these questions
and others determine the scope of the human health risk assessment and influence
what actions may be necessary for public health protection from environmental and
occupational hazards. HHRA includes a synthesis of data from a variety of scientific
disciplines including toxicology, epidemiology industrial hygiene, and exposure sci-
ence. Each of these types of scientific data has strengths as well as limitations for use
in risk assessment.

Epidemiological data can provide valuable contributions to all stages of a HHRA,

including hazard identification, exposure-response evaluation, and risk character-

ization. For several decades, different authors have extensively discussed the chal-

lenges of using epidemiological data in regulatory risk assessment-but have also

emphasized the need to overcome these challenges, as human data provide unique

information beyond what can be gleaned from traditional toxicology-based risk as-

sessments (Gibb et al. 2002; Goldbohm et al. 2006; Gordis 1988; Graham et al. 1995;

Hertz-Picciotio 1995; Johnson 2010; Lavelle et al. 2012; Samet et al. 1998; Schwartz

2002; Stayner et al. 2002; Whittemore 1986).

Over the past few decades, environmental epidemiology has advanced signifi-
cantly, particularly with regard to exposure assessment methods, facilitating greater
use of these data in risk assessment. For example, the Agricultural Health Study
(AHS) developed a pesticide exposure metric for use in the prospective cohort
study using data collected through self-report questionnaire (Alavanja et al. 1996).
Exposure assessment methods developed further over the course of the follow-up
of this cohort, and includes collection of additional biomonitoring data and other
information to validate and improve the original algorithm (Coble et al. 2005, 2011;
Thomas et al. 2010). In air pollution epidemiology, researchers and policy-makers
have been working together to make best use of available time-series data to assess
human health risk to particulate matter (PM2.5) (Faun et al. 2011, 2012). In addi-
tion, researchers and policy-makers are looking beyond standard single chemical
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exposures in HHRA, and are considering the role of multiple, cumulative chemi-

cal exposures as well as non-chemical exposures such as psycho-social stressors on

health (Morello-Frosch and Shenassa 2006; Sexton and Hattis 2007). Given these

advancements, this is an auspicious time to re-commit to the use of epidemiology in

risk assessment to improve public health. For example, human data from modern

epidemiology studies can inform the identification of hazards for which an animal

model does not exist. These data can also inform estimates of risk in the low range

of exposure and in the species of interest, and aid in the characterization of risks in

sensitive populations (Burke 1995; Hertz-Picciotto 1995; Nachman et al. 2011; Samet

et al. 1998). Consequently, many federal and international agencies that perform

human health risk assessment state that epidemiological data should be preferen-

tially incorporated into risk assessments when available (USEPA 2005; IARC 2000;

NRC 2009).

Despite these recommendations, epidemiological data have been used in regu-

latory risk assessment relatively infrequently. For example, human data have been

used to support less than 10% of risk assessments in the U.S. Environmental Pro-

tection Agency's (USEPA's) Integrated Risk Information System (IRIS) program

(Persad and Cooper 2008), even in instances in which human data were avail-

able and could have been used more extensively in the risk assessment (Nach-

man el al. 2011; Persad and Cooper 2008). Concerns relating to the limitations

and perceived insensitivity of epidemiological methods to meet the demands of

risk assessment have been raised as a rationale against greater incorporation of

these data in HHRA. One major limitation of observational studies is the poten-

tial for errors in assigning exposure values to study participants, possibly leading

to misclassification of exposure and biased study results. Characterization of the

anticipated direction, and even the magnitude, of this potential bias may be able

to address this limitation. Another challenge involves the inadequate measure or

control of potentially confounding variables. We discuss how the phenomenon of

(strong) confounding such that study inference is incorrect is less common than

presumed in published environmental and occupational epidemiology studies, and

that there are strict criteria that must be met for a variable to bias study results in

this way (Blair et al. 2007). Lastly, another misconception is that a non-linear or

non-monotonic exposure-response trend in an epidemiology study is evidence of

a non-causal relationship between exposure and disease. However, research from

multiple scientific disciplines has shown that many true exposure-response relations

are inherently non-linear or non-monotonic in nature, the identification of which

adds scientific value to the risk assessment (Conolly and Lutz 2004; Vandenberg

et al. 2012).

Understanding and constructively addressing the challenges noted above is
critical for moving the field of environmental public health forward. Observa-
tional studies of environmental and occupational exposures reflect "real world"
exposure-disease associations as opposed to experimentally controlled scenarios.
As such, risk assessment models will benefit from incorporating these data, when
appropriate. Situations in which the epidemiological data cannot be integrated into
risk models in an easy or straightforward manner will inevitably lead to informative
discussion within the multi-disciplinary team. In this article, we explore how data
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from epidemiology studies can make a key contribution to understanding hazard
and risk in human populations.

SPECIFIC ISSUES TO CONSIDER

Exposure Issues

Characterizing the degree to which humans come in contact with chemical, bi-

ological, radiological, or other agents in the environment or in the workplace is

challenging. An accurate and precise measure of human exposure must reflect the

timing, frequency, duration, and intensity of these exposures during a biologically

relevant time period (e.g. a lifetime cancer risk, or the period of gestational suscep-

tibility). This may require extensive and, therefore, potentially expensive, exposure

measurement efforts. The importance of these efforts is underscored by method-

ological research that indicates that misclassification as a result ofincorrect exposure

measurement likely influences bias in epidemiology studies to a far greater extent

than confounding in epidemiology (Blair et al. 2007). The challenge of accurate and

precise human exposure assessment notwithstanding, the use of human exposure

information in human health risk assessment remains far superior to alternatives

(e.g., extrapolation from high-dose animal studies) (USEPA 2005, 2013; IARC 2000;

Schwartz 2002).

Exposure assessment approaches can vary widely across occupational and envi-
ronmental epidemiology studies. The type of disease or exposure under study (e.g.,
acute or chronic), study population (occupationally or environmentally exposed),
and the availability and feasibility of measurable exposure information will affect
the type and quality of epidemiological exposure assessment. The extent to which
epidemiology studies may contribute to a risk assessment will depend in large part
on the exposure assessment. Many perceived flaws or inadequacies of epidemiology
studies relate to the quality of the exposure assessment. These include the use of
ecologic (group-level) versus individual-level exposure information; the grouping of
exposure utilizing qualitative or semi-quantitative versus quantitative exposure cat-
egorization methods; and, the potential for error or mistakes in the measurement
or classification of exposure. We posit, however, that studies using these imperfect
methods may still inform risk assessment.

Assessment of Environmental and Occupational Exposures

Epidemiologists have a suite of exposure assessment approaches available to
characterize human exposure to occupational and environmental agents. These
include use of questionnaires; environmental or workplace measurement either
alone or in combination with exposure modeling (e.g., air dispersion modeling);
personal or biological exposure monitoring; and use of exposure assessment tools
such asjob-exposure matrices. Using any of these exposure assessment methods,
the actual exposure of interest (i.e., the level of the agent or its active metabolite in
the target tissue at the critical window of time) is rarely known with certainty, but
available methods do allow the epidemiologist to rank or order participants in a
study with high accuracy, thus allowing valid (unbiased) estimation of risk.
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There are a variety of ways in which exposure assessment results may be utilized

to estimate risk. Qualitative exposure measures are the least information-intensive

approach, followed by semi-quantitative measures; quantitative measures are gen-

erally the most information intensive. In the experience of the authors, there may

be a perception that epidemiology studies utilizing qualitative or semi-quantitative

methods to categorize exposure are uninformative to the risk assessment process.

However, there are valid uses for these data. An example of a qualitative exposure

measure would be to characterize all workers in a particular job category as ex-

posed to a substance, and compare them to workers in a different job category,

considered to be "not exposed." Often a wide variety of industrial hygiene data are

used to define exposure status for specific jobs or tasks within an industry. Such

exposure assignment-, were made by studies of exposure to perchloroethyene in the

dry cleaning industry; dry cleaners were classified as exposed, and launderers were

classified as unexposed (Eskenazi et al. 1991; Gold et al. 2008; Raisanen et al. 2001).

Epidemiology studies in which exposure is based on a dichotomized categorization

(i.e., exposed and unexposed) can inform the potential for hazard (or harm), but

cannot support evaluation of exposure-response relationships without additional

sources of information. Importantly, in some instances where the database of in-

formation is limited, studies with qualitative exposure measures represent the "best

available" exposure measurement approach and may provide the only human data

on an important public health issue.

Semi-quantitative exposure measures may also be used in epidemiology stud-
ies. These measures reflect more detailed information on each subject's indi-
vidual exposure than qualitative methods and allow for an ordinal categoriza-
tion (e.g., low, medium, high) based on knowledge of a variety of factors in-
cluding duration, frequency, and intensity of exposure, or based on knowledge
of relative exposures in different types of jobs. The use of semi-quantitative ex-
posure categories of increasing magnitude provides stronger evidence of a hu-
man health hazard than strictly qualitative (e.g., none, low, or high) approaches
and in some cases would allow evaluation of the relative exposure-response
relationship.

Quantitative exposure classification can increase the accuracy of exposure esti-
mates and should most closely represent the "true" (human) exposure experience.
However, it should be emphasized that quantitative estimates (e.g., individual air
concentrations of a chemical during an 8-hour work shift, or individual biomarkers
of a chemical) are not necessarily the "true" exposure of interest, but still a surrogate
for this generally unknowable value. With that said, in addition to adding to the body
of evidence in a hazard identification evaluation, studies with quantitative exposure
data may inform the exposure-assessment phase of a risk assessment for a specific
target population and may be used to estimate exposure-response relationships in
greater detail for an exposed population.
A common misperception of environmental epidemiology studies is that they

must include individual-level, quantitative exposure information in order to ac-
curately characterize exposure for use in risk assessment. However, even with a
complete lack of individual-level quantitative exposure measurements (i.e., only
group-level data are available), it may still be possible to apply externally derived
exposure data for the characterization of risk. For example, external information
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sources such as predictive models of exposure, literature-based exposure databases,

or geographical information systems may be used to verify exposure trends observed

on the group level, and even to develop individual-level exposure estimates in qual-

itative or semiquantitative categories (Henn et al. 2010; Ritz and Costello 2006;

Teschke et al. 2002).

In summary, there are many ways to assess environmental exposures in epidemi-
ology studies, each with inherent strengths and weaknesses. Even relatively crude
qualitative measures of exposure such as "ever" or "never" exposed can be useful in
identifying hazards associated with an exposure, and semi-quantitative and quanti-
tative measures can further be used to support exposure-response analyses. In the
next section, we discuss the implications of errors in the measurement of exposure,
and the ability to correctly discern the magnitude and direction of the risk estimate
despite these potential errors.

Exposure Measurement Error and Effect on Exposure-Outcome Associations

As described above, epidemiologists aspire to have exact dose or quantitative

exposure information on each individual in the study population, but often this

information is not feasible to obtain. Thus, nearly all exposure estimates are approx-

imations or surrogates of delivered dose and are assumed to reflect some degree

of error and misclassification (Smith 2002). Conceptually, it is useful to consider

exposure measurement error in epidemiology studies as the difference between the

"ideal" and the "actual" exposure estimate. The "error" is the difference between

what epidemiologists would like to ideally measure and what is practically feasible

to measure (Savitz 2003). Different types of measurement error can arise from a

variety of sources. Some of these sources include analytical limitations (such as lim-

ited sensitivity of exposure measurement instruments resulting in more uncertainty

in concentration measurements), sampling from an on-representative time period,

and missing data. Appreciation of the different types of measurement error, and

their effects on epidemiological measures of association, is critical in judging the

influence of measurement error on the validity of the study as well as upon the

utility of a study to assess the relationship between exposure and health outcomes.

In the authors' experience, many perceive that an error in measurement renders

the results of an epidemiology study unusable or unreliable. While that may be true

in some instances, much of the time the magnitude and direction of the error can

be predicted or characterized to allow accurate epidemiological inference (Smith

1988).

Measurement error is classified as either differential or non-differential with ref-

erence to the other comparison group. Non-differential error refers to an exposure

assessment error that is independent of the health outcome status of the partici-

pants. Differential error occurs when the error is dependent on a person's outcome

status. Recall bias is an example of this, where individuals with disease may remem-

ber more details about previous exposures than healthy individuals in a case-control

study, or conversely the illness being examined may interfere with the ability of

an individual to recall and report information on past exposures. The manner in

which the misclassification is related to the disease outcome of interest influences

the confidence in the resulting effect estimate.
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Exposure misclassification bias can influence risk estimates derived from epi-

demiology studies, but the potential for error of this nature does not preclude the

use of an epidemiology study for human health risk assessment. It is generally under-

stood that in most instances, although there are some exceptions, non-differential

error in exposure measurements (where the exposure error is independent of the

health outcome status) for a dichotomized exposure results in an attenuation of

the observed effect (i.e., bias toward the null value of the measure of association)

as well as inaccurate estimates of the precision of epidemiological effect estimates

(i.e., the standard error estimates are artificially small) (Blair et al. 2007; Deddens

and Hornung 1994; Deklerk et al. 1989). However, this is not always true for con-

tinuous exposure measures, depending on the nature of the measurement error

(e.g., Berksonian bias; Armstrong 1990). Non-differential exposure measurement

error in otherwise well-conducted epidemiology studies, while undesirable, would

generally not be expected to create a false positive association (Correa-Villasenor

et al. 1995;Jurek et al. 2008). That is, if the true odds ratio was actually 1.0 (no asso-

ciation between exposure and outcome), non-differential exposure measurement

error is an unlikely explanation of a higher observed odds ratio such as 2.0. Sensitiv-

ity analyses such as assessing the effect estimates in relation to varying proportions

of study participants presumed to be misclassified would aid characterization of this

uncertainty in risk assessment. If the investigator has some knowledge about the

exposure measurement error, statistical inferences may also be directly adjusted to

account for this error (Stayner et al. 2007).

Exposure estimates may also be evaluated as quantitative measure (continuous
data) or semi-quantitative (use of categorical variables). Classification of exposure
using an ordinal scale (such as 1, 2, and 3 for low, medium, and high exposure) can
be particularly useful for hazard identification or assessing relative trends but may
be of limited use for quantifying exposure-response relationships, particularly if
assumptions regarding homogeneous exposure and risk within these categories are
not me t. Misclassification bias is a particular concernwhen continuous exposure data
are split into categories. For example, an unexposed participant may be mistakenly
classified as exposed based on an arbitrary dichotomous exposure cut-point. Errors
in exposure categorization can occur as a result of errors in data collection or data
entry, failure to recall an exposure in a self-reported exposure questionnaire, or
reliance on current exposure information as a proxy for exposures in the past,
among others factors. Misclassification into adjacent categories is more likely than
across several levels (i.e., between medium and high exposure versus low and high
exposure), and this misclassification can result in biased and imprecise study results.

In summary, while errors in classifying exposures of individual study participants
occurs, methodological research into the effects of different types of classification
errors allows informed epidemiological (causal) inference. Therefore, even when
exposure measurement error is present, epidemiological data can still provide valu-
able information for risk assessment. Information is often available in epidemiology
studies that can help characterize the direction or magnitude of errors to estimate
their impact on the association between exposure and health outcome. Such in-
formation may come from the broader literature on exposure assessment, from
methods papers on the study in question, or from supplemental information from
the researchers (such as that found in appendices or online supplements). These
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Age

B. Association of blood
lead concentration with
systolic: blood pressure;
confounding by age

Alcohol

C. Association of blood
lead concentration with
systolic blood pressure;
confounding by alcohol

Figure 1. Panel A: Graphical depiction of general scheme for required relation-

ships between exposure (E), disease (D), and potential confounder (Q.

Panels B and C depict the association of blood lead concentration with

systolic blood pressure and potential relationships with age and alco-

hol consumption. Age and alcohol consumption both are associated

with increases in blood lead concentration (Falq et al. 2011; Hense et al.

1992; Lee et al. 2005) and with systolic blood pressure (Marchi et al.

2014; Scinicariello et al. 2011). However; alcohol, primarily wine, con-

rains lead (Ajtony et al. 2008), and adjustment for this source of lead

exposure may remove its contribution to the variation in blood lead

concentration. Thus, decisions regarding what confounders to adjust

for can be complicated.

other sources of information may help clarify exposure-related issues, and thereby

aid in the use of these studies for risk assessment (Faun et al. 2011). Although limita-

tions in exposure assessment remains a challenge (Bailer 1999; Gordis 1988; Graham

et al. 1995), the uncertainty in exposure measurement in epidemiology studies is

likely to be small in comparison to the uncertainty in extrapolating from high doses

in experimental animals to the complex human experience (Hertz-Picciotto 1995;

Schwartz 2002; Smith 1988).

CONFOUNDING

Valid epidemiology studies must ensure that risk estimates from the factors (ex-
posures) of primary interest are not unduly influenced by the presence of other
risk factors, also known as confounders. Most of the major health outcomes influ-
enced by exposure to environmental chemicals have several contributing causes
(i. e., multifactorial etiology) and may cluster within specific groups defined by com-
mon characteristics such as age, sex, race, socioeconomic status, or lifestyle. It is,
therefore, important to account for potential differences in these factors between
groups being compared (e.g., cases and controls, exposed and unexposed).

As illustrated in Figure 1, Panel A. confounders are factors that are: (1) associated

both with the outcome, (2) and also with the exposure, (3) but do not mediate the

effect of the exposure on the disease process (i.e., be an intermediary factor in the

causal pathway) (Szklo and Nieto 2004). All three criteria must be met for a variable

to potentially confound the exposure-outcome association. For example, previous

Hum. Ecol. Risk Assess . Vol. 21, No. 6, 2015 1651

Confidential - Produced Subject to Protective Order MONGLY02806564

Case 3:16-md-02741-VC   Document 1217-3   Filed 03/14/18   Page 9 of 21

rbwisner
Highlight




K. Christensen et al.

studies indicate that age and alcohol consumption are potential confounders of the

association between blood lead concentration and systolic blood pressure because

both factors are associated with exposure and outcome (Falq et al. 2011; Hense et al.

1992; Lee et al. 2005; Marchi et al. 2014; Scinicariello et al. 2011). Decisions about

confounding can be complicated, however; in this example, alcohol consumption

can be a source of lead exposure (Ajtony et al,. 2008). Therefore, adjustment for

alcohol consumption could remove some of the contribution to the increased risk

of high blood pressure due to blood lead concentration.

The potential for confounding including the inadequate control of confound-
ing (known as residual confounding) is often noted as an impediment to the use
of epidemiology studies in the evaluation of hazard and risk of an environmental
agent (Hertz-Picciotto 1995). Studies will often not evaluate confounding by every
possible known or hypothesized risk factor, in some cases simply because new or
newly suspected risk factors may be identified after a study was completed. Although
many factors may be suspected confounders, it is important to examine the avail-
able data (including previous studies on the same exposure and/or outcome) to
determine if confounding is truly a concern. In many instances, suspected con-
founding variables are not truly confounding the exposure-disease relation under
study because they do not meet the aforementioned requisite three criteria for
confounding.

The Evaluation of Confounding

To address potential confounding in epidemiology studies, efforts are needed
to ensure that comparison groups (e.g., exposed and unexposed, cases and con-
trols) are as similar as possible with the exception of the factor being evaluated
(Savitz 2003). Some epidemiology and toxicology studies attempt to control for
potential confounders through the randomization step of the experimental design
(i.e., similar distribution of potential confounders across animal exposure groups)
(Festing and Altman 2002). Since randomization is not generally feasible in oc-
cupational or environmental epidemiology studies, potential confounding can be
addressed through study design and statistical analysis. Potential confounders, such
as age, sex, and race, are often controlled by techniques such as defining exclu-
sion/inclusion criteria for subject recruitment, matching during study design and
recruitment, or restriction in the data collection or analysis phases. For example, if
age is suspected to be a confounder of a chemical being studied, a study might
include only those in a certain age range, or exposed and unexposed partici-
pants might be matched by age or age group (Aschengrau and Seage 2003; Last
2001). These design features allow investigators to select study subjects so that po-
tential confounders are distributed more equally among exposed and unexposed
groups.
When appropriate data have been collected, potential confounders also can be

controlled for during the data analysis phase by such methods as standardization,
stratification, or statistical modeling. Standardization and stratification are two meth-
ods that can be used to develop a summary risk estimate while accounting for dif-
ferences between comparison groups with respect to potential confounding charac-
teristics (Aschengrau and Seage 2003; Rothman et al. 2008). The particular method

1652 Hum. Ecol . Risk Assess . Vol. 21, No. 6, 2015

Confidential - Produced Subject to Protective Order MONGLY02806565

Case 3:16-md-02741-VC   Document 1217-3   Filed 03/14/18   Page 10 of 21



Epidemiology in Risk Assessment: Challenges and Opportunities

or methods selected to control for confounding are determined by the type of data

available. For example, if vital statistics data (such as national or state mortality rates)

are examined, then standardization can be used to control for confounding by com-

paring rates in the population under study with the rates in the general population

using the same distributions for age, sex, and race. Controlling for confounding also

can be achieved through statistical adjustment in multivariate models, a technique

that easily allows simultaneous adjustment or stratification for several variables (As-

chengrau and Seage 2003). In effect, statistical adjustment for confounding creates

strata of individuals with similar values of the confounder for analysis. If the effect

estimates are meaningfully different when potential confounders are included or

not included in the model, then confounding may be present (often a difference

of roughly +/- 10% in the effect estimate is considered evidence of confounding).

The ability to meaningfully adjust for confounders in an analysis is dependent on

the quality of the data, including the amount and type of measurement error in the

confounding variables that are being examined.

Although statistical modeling is a powerful tool for addressing potential

confounding, it is necessary to carefully select the factors to include in the

exposure-response models, rather than including every possible variable or to rely

solely on statistical criteria to determine which variables may be potential con-

founders. This is important because including extraneous risk factors in a regression

can reduce precision and even produce unintended confounding due to the inter-

relationship of the included covariates, resulting in a biased effect estimate. Causal

diagrams may be useful injudging whether including certain potential confounders

in the model is necessary (Greenland et al. 1999; Hernandez-Diaz et al. 2008). For a

more complete explanation of the use of causal diagrams in modeling decisions, see

these citations: Howards et al. (2012), Schisterman et al. (2009), and VanderWeele

(2009).

Influence of Confounding on Effect Estimates

If a confounder is identified as a concern during the planning of a study, the
control of potential confounding may be relatively straightforward through aspects
of the design and analysis described above. Evaluating the role of confounding for
factors not considered in the design is more difficult, but still possible. The first
consideration is whether there is any evidence to suggest potential confounding
and, if so, its influence (direction and magnitude) on the risk estimate. Recall that
all three criteria must be met (confounder must be associated with both the outcome
of interest and with the exposure, but the confounder must not mediate the effect
of the exposure on the disease process) in order for a variable to have a potential
confounding effect on the exposure-outcome relation of interest (Szklo and Nieto
2004). When all of the aforementioned three conditions for confounding are met,
the magnitude and direction of the bias depends on the strength and direction
of the associations between the confounder and both the exposure and also the
outcome of interest in a particular study, as well as the prevalence of the confounder
in the population of interest.

For a confounder to fully explain the association between exposure and out-
come, the confounder must have as great an influence on the relative risk of the
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outcome as the exposure of interest. For example, analyses of confounding in oc-

cupational studies have found that the associations of smoking with both exposure

and outcome must be moderately to strongly correlated before there is a change

in the estimated risk for the outcome (Blair et at 2007; Kriebel et at 2004). Even

for studies of occupational exposures and lung cancer risks, analyses that adjusted

for smoking rarely found that the adjusted relative risk was substantially different

from the unadjusted relative risk (i.e., odds ratios differed by no more than 0.3

in the studies evaluated; Blair et al. 2007). Researchers concluded that in the oc-

cupational studies they evaluated, relative risks for lung cancer of 1.5 or higher

are unlikely to be entirely explained by uncontrolled confounding by smoking

behavior (Axelson and Steenland 1988). This is because the distribution of non-

smokers, moderate and heavy smokers must be very different between the exposed

group and comparison population for smoking to substantially change the effect

estimate.

Concerns about the influence of confounding on observed effect estimates may
arise for studies involving populations exposed to more than one chemical or pol-
lutant at a time. Co-exposures with moderate correlation should be considered
as potential confounders in statistical models, if they also are risk factors for the
health outcome under study and are not part of the exposure-to-response trajectory
(i.e., mediators in the causal pathway). Use of multi-variable regression techniques
or other statistical tools such as factor analysis can isolate the exposure-disease
association of interest, while controlling for the effect of co-exposures. In addi-
tion, if more than one study is available to evaluate the exposure-response rela-
tionship, then consistency in the collection of studies, including those that did
or did not adjust for a particular co-exposure, can help determine if confound-
ing by a specific co-exposure is likely. Although every individual is exposed to
many agents, both chemical and non-chemical stressors, via various routes (oral,
inhalation, dermal), it is likely that only a small subset of possible exposures
would both be correlated with the exposure of interest, and also be risk factors
for the health outcome of interest. Recall that both associations must be present
at moderately strong correlations for confounding to occur. For example, Patel
et at (2012) found that in the National Health and Nutrition Examination Survey,
biomarkers of exposure were generally not strongly correlated with each other; ex-
ceptions included compounds in the same chemical family (e.g., polychlorinated
biphenyls) that generally occur as mixtures in environmental media (Patel et at
2012).
When a study population is exposed to multiple agents, and these exposures

are highly correlated (e.g., p > .80), it may be difficult to analytically disentangle

individual exposure effects. This issue has been encountered in studies of many

environmental contaminants, including air pollutants (Bell et at 2007, 2009), drink-

ing water contaminants (Rivera-Nunez and Wright 2013), and certain pesticides

(Alavanja et at 2003; Bell et at 2007, 2009). In this situation, confounding may be

difficult to address with statistical analysis. However, one may be able to draw insights
from studies in other locations or exposure scenarios where the correlation between

the same or similar agents is lower (Bell et at 2011). When two or more agents are

always encountered together, evaluating the risk of the combined exposure is a rel-

evant consideration for public health since they better reflect real-world exposure
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Figure 2. Examples of different exposure-response curves.

mixture scenarios and can offer some insight into potential combined effect of
multiple exposures on human health.

THE EXPOSURE-RESPONSE RELATIONSHIP

The relation between environmental or occupational exposures and human dis-

eases may take many different forms (linear or non-linear) (Figure 2). Critics may

question the internal validity of an epidemiology study and its utility for quantitative

risk assessment when the observed exposure-response relationship is not linear, or

even non-monotonic. However, the observation of a non-monotonic curve in an

individual study may be biologically plausible and can be used to inform a risk as-

sessment (Wigle and Lanphear 2005). Further, the shape of the exposure-response

relationship observed in a given study may depend on numerous factors including:

population characteristics, the statistical model used, range of exposure, statistical

power, and, as discussed previously, other factors including exposure measurement

error (Brauer et al. 2002; Park and Stayner 2006). Consideration as to whether an

observed exposure-response curve is a true representation of the underlying rela-

tion or an artifact of study design or conduct (e.g., unbalanced observations per

exposure category) requires expert consideration of many different factors.

The simplest exposure-response curve shape is linear, in which level of expo-

sure is directly proportional to level of response. This type of relationship has been

seen, for example, in epidemiology studies of methylmercury exposure and effects

on neurodevelopment (NRC 2000). However, non-linear exposure-response curves

are often observed in environmental and occupational epidemiology studies. A

supra-linear relation in which exposure-response is linear at lower doses but attenu-

ated at high doses, leading to an observed response plateau, is a frequently observed

phenomenon in epidemiology (Blair et al. 1998; Cocco et al. 2001; Gibb et al. 2000;

Hayes et al. 1996; Hertz-Picciotto and Smith 1993; Hornung and Meinhardt 1987;
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Schubauer-Berigan et al. 2011; Stayner et al. 1993; Steenland et al. 1998,1999,2001).
For example, birth weight and neurodevelopmental measures both have been ob-

served to have a supralinear relationship with maternal and children's blood lead

levels less than 10 µg/ml, respectively (Tellez-Rojo et al. 2006; Zhu et al. 2010). This

plateau in the response curve may be due to factors such as exposure misclassifica-

tion or a depletion of susceptible individuals in the population, or may represent

a true biological phenomenon, such as receptor saturation or enzyme depletion

(Stayner et al. 2003). Non-linearity may also arise in groups due to different expo-

sure profiles, such as higher intensity and shorter duration of exposure, compared

with lower intensity and longer duration (Lubin et al. 2008).

Another type of exposure-response relationship is a "U-shaped" curve in which
the exposure-response association is lower in the mid-exposure range than at either
the low or high ends of the exposure range. For example, both low and high levels of
exposure to manganese in early life is related to risk of adverse neurodevelopmental
effects, while exposures in the mid-range are not associated with these effects (Henn
et al. 2010). Similarly, a U-shaped association between cadmium exposure and pe-
ripheral artery disease has been shown among non-smoking women (Tellez-Plaza et
al. 2010).

Exposure-response relations may also exhibit an apparent threshold effect. This
has been observed in the relation between PCBs exposure and neuropsychological
function (Haase et al. 2009), where no response is observed below a certain dose
(possibly due to compensatory mechanisms or lack of statistical power), but the
exposure-response association is significant above a certain level of exposure. In
epidemiology, as in experimental toxicology studies, however, it is difficult to detect
effects at low exposures, and thus it is often difficult to establish the presence or
absence of thresholds.
A statistical trend test is often used to examine the change in response over an

entire range of exposures. For categorical analyses, differences in effect levels are
compared between exposure groups. Statistically significant effect estimates may be
observed in the highest exposure categories, with smaller and non-statistically signifi-
cant effect estimates observed in the intermediate and/or lower exposure categories.
This may be incorrectly interpreted to mean that the "trend" only starts at the point
that statistical significance is reached, or, if statistical significance is not achieved for
any exposure category, that there is an absence of an association between exposure
and outcome. It may be the case that a monotonic trend is present, but statistical
testing of individual grouped categories does not have sufficient power to demon-
strate statistical significance compared to the more powerful trend test. As noted
previously, misclassification of exposure and confounding variables may also result
in bias, the result of which may be an inability to detect a true exposure-response
relationship.

As noted above, several factors related to exposure and response can influence
the observed relationship between the two factors. First, the range of exposures
evaluated affects the shape of the curve. For example, no association may be ob-
served if exposures in the study population were very low or were very similar
among all study participants; however, an increasing trend in risk may exist over
a wider exposure range. For categorical exposure comparisons, the choice of the
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referent group (i.e., the unexposed or a combination of those with no and low

exposure) also affects comparisons made with higher exposure levels and can al-

ter the exposure-response relationships (Stewart and Correa-Villasenor 1991). If

there are positive associations at low exposure levels, inclusion of individuals with

low to moderate exposure in the referent group (either by study design or due to

exposure misclassification) can greatly influence effect estimates for the upper ex-

posure categories, and decrease the slope of the observed exposure-response curve.

Similarly, decisions as to how to categorize the exposure groups (e.g., quartiles, or

any exposure versus none) may affect the observed exposure-response relationship

(Greenland 1995; Schulz et al. 2001; Van Wijngaarden 2005). For example, if the

range within each exposure category is too broad the overall relationship may be

obscured.

Exposure measurement error introduces variation and can lead to bias in the

observed exposure-response relationship. For example, when exposure is classified

into more than two categories, non-differential misclassification of those with the

highest exposure into the lowest exposure group and vice versa, could result in a

systematic bias in the observed risk estimates, and incorrectly influence the direction

of a trend across exposure categories (Dosemeci et al. 1990). In addition, the re-

sponse may also vary depending on such factors as the timing and dose of exposure,

genetic susceptibility, and other factors that can influence absorption, metabolism

and excretion rates across individuals; such variation will affect the shape of the

exposure-response curve in a given population (Rothman 1976).

In summary, certain environmental and occupational exposure-response trends

may truly be non-linear or non-monotonic in nature. Therefore, the observation

of a non-linear exposure-response relationship is not necessarily an indicator of

a flaw in the study. Studies that report such non-linear curves can be informa-

tive and should not be dismissed; they may provide information on both hazard

identification and exposure-response. Users of such epidemiological data can gain

further insight into the reported relationships by graphing or plotting the curve

when such data are available to do so. Such visual representation yields infor-

mation on the range of the data overall and within each group, as well as the

magnitude of differences between the groups. Additionally, interpretation of other

evidence including mechanistic understanding of the key biological events can pro-

vide further insight on the shape of exposure-response curves and inform causal

inference.

CONCLUSION

Epidemiological data provide valuable contributions to all stages of health risk
assessment, and should be used whenever possible to help reduce uncertainty in
risk estimates. This article outlined some considerations when using epidemiologi-
cal data for risk assessment, relating to exposure measurements, confounding, and
the shape of the observed exposure-response relationship. The improvements in
epidemiological methods seen in studies published in recent years make this an aus-
picious time to re-commit to the use of epidemiology in risk assessment to improve
public health.
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Examining a study for potential sources of bias is an important task that helps 
determine the accuracy of a study’s conclusions. In addition, when a source of 
bias is identified, it may be possible to determine whether the error tended to 
exaggerate or understate the true association. Thus, bias may exist in a study that 
nevertheless has probative value.

Even if one concludes that the findings of a study are statistically stable and 
that biases have not created significant error, additional considerations remain. As 
repeatedly noted, an association does not necessarily mean a causal relationship 
exists. To make a judgment about causation, a knowledgeable expert121 must con-
sider the possibility of confounding factors. The expert must also evaluate several 
criteria to determine whether an inference of causation is appropriate.122 These 
matters are discussed below.

C.  Could a Confounding Factor Be Responsible for the Study 
Result?123 

The third major reason for error in epidemiologic studies is confounding. Con-
founding occurs when another causal factor (the confounder) confuses the rela-
tionship between the agent of interest and outcome of interest.124 (Confounding 
and selection bias (Section IV.B.1, supra) can, depending on terminology, overlap.) 
Thus, one instance of confounding is when a confounder is both a risk factor for 
the disease and a factor associated with the exposure of interest. For example, 
researchers may conduct a study that finds individuals with gray hair have a higher 
rate of death than those with hair of another color. Instead of hair color having 
an impact on death, the results might be explained by the confounding factor 
of age. If old age is associated differentially with the gray-haired group (those 
with gray hair tend to be older), old age may be responsible for the association 
found between hair color and death.125 Researchers must separate the relationship 
between gray hair and risk of death from that of old age and risk of death. When 
researchers find an association between an agent and a disease, it is critical to 
determine whether the association is causal or the result of confounding.126 Some 

121. In a lawsuit, this would be done by an expert. In science, the effort is usually conducted 
by a panel of experts.

122. For an excellent example of the authors of a study analyzing whether an inference of causa-
tion is appropriate in a case-control study examining whether bromocriptine (Parlodel)—a lactation 
suppressant—causes seizures in postpartum women, see Kenneth J. Rothman et al., Bromocriptine and 
Puerpal Seizures, 1 Epidemiology 232, 236–38 (1990). 

123. See Grassis v. Johns-Manville Corp., 591 A.2d 671, 675 (N.J. Super. Ct. App. Div. 1991) 
(discussing the possibility that confounders may lead to an erroneous inference of a causal relationship).

124. See Rothman et al., supra note 61, at 129.
125. This example is drawn from Kahn & Sempos, supra note 31, at 63.
126. Confounding can bias a study result by either exaggerating or diluting any true associa-

tion. One example of a confounding factor that may result in a study’s outcome understating an 
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epidemiologists classify confounding as a form of bias. However, confounding is 
a reality—that is, the observed association of a factor and a disease is actually the 
result of an association with a third, confounding factor.127

Confounding can be illustrated by a hypothetical prospective cohort study of 
the role of alcohol consumption and emphysema. The study is designed to inves-
tigate whether drinking alcohol is associated with emphysema. Participants are fol-
lowed for a period of 20 years and the incidence of emphysema in the “exposed” 
(participants who consume more than 15 drinks per week) and the unexposed is 
compared. At the conclusion of the study, the relative risk of emphysema in the 
drinking group is found to be 2.0, an association that suggests a possible effect). 
But does this association reflect a true causal relationship or might it be the prod-
uct of confounding? 

One possibility for a confounding factor is smoking, a known causal risk fac-
tor for emphysema. If those who drink alcohol are more likely to be smokers than 
those who do not drink, then smoking may be responsible for some or all of the 
higher level of emphysema among those who do not drink.

A serious problem in observational studies such as this hypothetical study is 
that the individuals are not assigned randomly to the groups being compared.128 
As discussed above, randomization maximizes the possibility that exposures other 
than the one under study are evenly distributed between the exposed and the 
control cohorts.129 In observational studies, by contrast, other forces, including 
self-selection, determine who is exposed to other (possibly causal) factors. The 
lack of randomization leads to the potential problem of confounding. Thus, for 
example, the exposed cohort might consist of those who are exposed at work to 
an agent suspected of being an industrial toxin. The members of this cohort may, 
however, differ from unexposed controls by residence, socioeconomic or health 
status, age, or other extraneous factors.130 These other factors may be causing (or 

association is vaccination. Thus, if a group exposed to an agent has a higher rate of vaccination for 
the disease under study than the unexposed group, the vaccination may reduce the rate of disease 
in the exposed group, thereby producing an association that is less than the true association without 
the confounding of vaccination.

127. Schwab v. Philip Morris USA, Inc., 449 F. Supp. 2d 992, 1199–1200 (E.D.N.Y. 2006), 
rev’d on other grounds, 522 F.3d 215 (2d Cir. 2008), describes confounding that led to premature conclu-
sions that low-tar cigarettes were safer than regular cigarettes. Smokers who chose to switch to low-tar 
cigarettes were different from other smokers in that they were more health conscious in other aspects 
of their lifestyles. Failure to account for that confounding—and measuring a healthy lifestyle is difficult 
even if it is identified as a potential confounder—biased the results of those studies.

128. Randomization attempts to ensure that the presence of a characteristic, such as coffee 
drinking, is governed by chance, as opposed to being determined by the presence of an underlying 
medical condition. 

129. See Rothman et al., supra note 61, at 129; see also supra Section II.A.
130. See, e.g., In re “Agent Orange” Prod. Liab. Litig., 597 F. Supp. 740, 783 (E.D.N.Y. 1984) 

(discussing the problem of confounding that might result in a study of the effect of exposure to Agent 
Orange on Vietnam servicemen), aff’d, 818 F.2d 145 (2d Cir. 1987).
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protecting against) the disease, but because of potential confounding, an appar-
ent (yet false) association of the disease with exposure to the agent may appear. 
Confounders, like smoking in the alcohol drinking study, do not reflect an error 
made by the investigators; rather, they reflect the inherently “uncontrolled” nature 
of exposure designations in observational studies. When they can be identified, 
confounders should be taken into account. Unanticipated confounding factors 
that are suspected after data collection can sometimes be controlled during data 
analysis, if data have been gathered about them.

To evaluate whether smoking is a confounding factor, the researcher would 
stratify each of the exposed and control groups into smoking and nonsmoking 
subgroups to examine whether subjects’ smoking status affects the study results. 
If the relationship between alcohol drinking and emphysema in the smoking sub-
groups is the same as that in the all-subjects group, smoking is not a confounding 
factor. If the subjects’ smoking status affects the relationship between drinking 
and emphysema, then smoking is a confounder, for which adjustment is required. 
If the association between drinking and emphysema completely disappears when 
the subjects’ smoking status is considered, then smoking is a confounder that fully 
accounts for the association with drinking observed. Table 4 reveals our hypo-
thetical study’s results, with smoking being a confounding factor, which, when 
accounted for, eliminates the association. Thus, in the full cohort, drinkers have 
twice the risk of emphysema compared with nondrinkers. When the relation-
ship between drinking and emphysema is examined separately in smokers and in 
nonsmokers, the risk of emphysema in drinkers compared with nondrinkers is not 
elevated in smokers or in nonsmokers. This is because smokers are disproportion-
ately drinkers and have a higher rate of emphysema than nonsmokers. Thus, the 
relationship between drinking and emphysema in the full cohort is distorted by 
failing to take into account the relationship between being a drinker and a smoker. 

Even after accounting for the effect of smoking, there is always a risk that 
an undiscovered or unrecognized confounding factor may contribute to a study’s 
findings, by either magnifying or reducing the observed association.131 It is, 
however, necessary to keep that risk in perspective. Often the mere possibility of 
uncontrolled confounding is used to call into question the results of a study. This 
was certainly the strategy of some seeking, or unwittingly helping, to undermine 
the implications of the studies persuasively linking cigarette smoking to lung 
cancer. The critical question is whether it is plausible that the findings of a given 
study could indeed be due to unrecognized confounders. 

In designing a study, researchers sometimes make assumptions that cannot be 
validated or evaluated empirically. Thus, researchers may assume that a missing 
potential confounder is not needed for the analysis or that a variable used was 
adequately classified. Researchers employ a sensitivity analysis to assess the effect 
of those assumptions should they be incorrect. Conducting a sensitivity analysis 

131. Rothman et al., supra note 61, at 129; see also supra Section II.A.
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entails repeating the analysis using different assumptions (e.g., alternative correc-
tions for missing data or for classifying data) to see if the results are sensitive to the 
varying assumptions. Such analyses can show that the assumptions are not likely to 
affect the findings or that alternative explanations cannot be ruled out.132 

1. What techniques can be used to prevent or limit confounding?

Choices in the design of a research project (e.g., methods for selecting the sub-
jects) can prevent or limit confounding. In designing a study, the researcher must 
determine other risk factors for the disease under study. When a factor or factors, 
such as age, sex, or even smoking status, are risk factors and potential confounders 
in a study, investigators can limit the differential distribution of these factors in the 
study groups by selecting controls to “match” cases (or the exposed group) in terms 
of these variables. If the two groups are matched, for example, by age, then any 
association observed in the study cannot be due to age, the matched variable.133

Restricting the persons who are permitted as subjects in a study is another 
method to control for confounders. If age or sex is suspected as a confounder, 
then the subjects enrolled in a study can be limited to those of one sex and those 
who are within a specified age range. When there is no variance among subjects 
in a study with regard to a potential confounder, confounding as a result of that 
variable is eliminated.

2. What techniques can be used to identify confounding factors?

Once the study data are ready to be analyzed, the researcher must assess a range of 
factors that could influence risk. In the hypothetical study, the researcher would 
evaluate whether smoking is a confounding factor by comparing the incidence of 
emphysema in smoking alcohol drinkers with the incidence in nonsmoking alcohol 
drinkers. If the incidence is substantially the same, smoking is not a confounding 
factor (e.g., smoking does not distort the relationship between alcohol drinking and 
the development of emphysema). If the incidence is substantially different, but still 
exists in the nonsmoking group, then smoking is a confounder, but does not wholly 
account for the association with alcohol drinking. If the association dis appears, then 
smoking is a confounder that fully accounts for the association observed.

132. Kenneth Rothman & Sander Greenland, Modern Epidemiology (2d ed. 1998).
133. Selecting a control population based on matched variables necessarily affects the representa-

tiveness of the selected controls and may affect how generalizable the study results are to the population 
at large. However, for a study to have merit, it must first be internally valid; that is, it must not be 
subject to unreasonable sources of bias or confounding. Only after a study has been shown to meet this 
standard does its universal applicability or generalizability to the population at large become an issue. 
When a study population is not representative of the general or target population, existing scientific 
knowledge may permit reasonable inferences about the study’s broader applicability, or additional 
confirmatory studies of other populations may be necessary.
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Source: Adapted from E. Cuyler Hammond & Daniel Horn, Smoking and Death Rates—Report on Forty-
Four Months of Follow-Up of 187,783 Men: II, Death Rates by Cause, 166 JAMA 1294 (1958).

Figure 5:  Age-adjusted lung cancer mortality rates per 100,000 person-years by 
urban or rural classification and smoking category.

3. What techniques can be used to control for confounding factors?

A good study design will consider potential confounders and obtain data about 
them if possible. If researchers have good data on potential confounders, they 
can control for those confounders in the data analysis. There are several analytic 
approaches to account for the distorting effects of a confounder, including stratifi-
cation or multivariate analysis. Stratification permits an investigator to evaluate the 
effect of a suspected confounder by subdividing the study groups based on a con-
founding factor. Thus, in Table 4, drinkers have been stratified based on whether 
they smoke (the suspected confounder). To take another example that entails 
a continuous rather than dichotomous potential confounder, let us say we are 
interested in the relationship between smoking and lung cancer but suspect that 
air pollution or urbanization may confound the relationship. Thus, an observed 
relationship between smoking and lung cancer could theoretically be due in part 
to pollution, if smoking were more common in polluted areas. We could address 
this issue by stratifying our data by degree of urbanization and look at the rela-
tionship between smoking and lung cancer in each urbanization stratum. Figure 5 
shows actual age-adjusted lung cancer mortality rates per 100,000 person-years by 
urban or rural classification and smoking category.134

134. This example and Figure 4 are from Leon Gordis, Epidemiology 254 (4th ed. 2009).
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For each degree of urbanization, lung cancer mortality rates in smokers are 
shown by the dark gray bars, and nonsmoker mortality rates are indicated by light 
gray bars. From these data we see that in every level (or stratum) of urbanization, 
lung cancer mortality is higher in smokers than in nonsmokers. Therefore, the 
observed association of smoking and lung cancer cannot be attributed to level of 
urbanization. By examining each stratum separately, we, in effect, hold urbaniza-
tion constant, and still find much higher lung cancer mortality in smokers than 
in nonsmokers.

For each degree of urbanization, lung cancer mortality rates and smokers 
are shown by the dark-colored bars, and nonsmoker mortality rates are indicated 
by light-colored bars. For these data we see that in every level (or stratum) of 
urbanization, lung cancer mortality is higher in smokers than in nonsmokers. 
Therefore, the observed association of lung cancer cannot be attributed to level 
of urbanization. By examining each stratum separately, we are, in effect, holding 
urbanization constant, and we still find much higher lung cancer mortality in 
smokers than in nonsmokers.

Multivariate analysis controls for the confounding factor through mathemati-
cal modeling. Models are developed to describe the simultaneous effect of expo-
sure and confounding factors on the increase in risk.135

Both of these methods allow for adjustment of the effect of confounders. They 
both modify an observed association to take into account the effect of risk factors 
that are not the subject of the study and that may distort the association between the 
exposure being studied and the disease outcomes. If the association between expo-
sure and disease remains after the researcher completes the assessment and adjust-
ment for confounding factors, the researcher must then assess whether an inference 
of causation is justified. This entails consideration of the Hill factors explained in 
Section V, infra.

V.  General Causation: Is an Exposure a 
Cause of the Disease?

Once an association has been found between exposure to an agent and devel-
opment of a disease, researchers consider whether the association reflects a true 
cause–effect relationship. When epidemiologists evaluate whether a cause–effect 
relationship exists between an agent and disease, they are using the term causation 
in a way similar to, but not identical to, the way that the familiar “but for,” or 
sine qua non, test is used in law for cause in fact. “Conduct is a factual cause of 

135. For a more complete discussion of multivariate analysis, see Daniel L. Rubinfeld, Reference 
Guide on Multiple Regression, in this manual.
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Abstract

Possible in utero effects of maternal smoking on hemo-
poietic cancer in the offspring have been addressed
previously, although the results are inconclusive. In
this investigation, we take advantage of population-
based registers in Sweden to examine maternal smok-
ing during pregnancy and childhood risk of leukemia
and lymphoma. Prospective data were available from
1,440,542 Swedish children born between 1983 and
1997. Proportional hazard models were used to esti-
mate hazard ratios (HR) and 95% confidence intervals
(95% CI) controlling for potential confounders. In the
study base, 750 hemopoietic cancers occurred across
11 million person-years. Incidence rates per 100,000
person-years were 4.7 for acute lymphocytic leukemia
(ALL), 0.45 for acute myelogenous leukemia, and
0.76 for non-Hodgkin’s lymphoma. Maternal smoking
was associated with a lower risk of ALL (HR, 0.73;

95% CI, 0.58–0.91). On the other hand, there was a
higher risk of acute myelogenous leukemia (HR, 1.41;
95% CI, 0.74–2.67) particularly among heavy (z10
cigarettes per day) smokers (HR, 2.28; 95% CI, 1.05–
4.94). The data also suggested a small excess risk of
non-Hodgkin’s lymphoma (HR, 1.25; 95% CI, 0.76–
2.04). Evidence from this large cohort suggests that
maternal smoking affects the risk of childhood leuke-
mia and lymphoma in the offspring. The Swedish
registries provide unique opportunities to examine
this research question, with a design inherently free
of selection and recall biases. The apparent protec-
tive effect with ALL needs to be explored further and
in no way supports maternal smoking as beneficial,
given its adverse association with common pregnancy
outcomes. (Cancer Epidemiol Biomarkers Prev
2004;13(9):1528–33)

Introduction

The negative effects of cigarette smoking on cancer risk
in adulthood are well documented and include convinc-
ing evidence of an increased risk of cancer of the lung
and larynx (1), bladder (2), esophagus (3), and oral cavity
(4). The possible in utero effects of maternal smoking
during pregnancy on subsequent cancer risk in the
offspring have been addressed more recently through
epidemiologic studies, although the results are in large
part inconclusive (5, 6). With respect to childhood leuke-
mia and lymphoma, several case-control studies have
observed a positive effect of maternal smoking during
pregnancy on risk of acute lymphocytic leukemia (ALL;
refs. 7, 8), acute myelogenous leukemia (AML; refs. 9, 10),
and lymphomas (7, 11). Other studies have found no
association between maternal smoking and risk of
these cancers (7, 12), whereas others still showed some
evidence of a protective effect at least for ALL (13-15)
and AML (15, 16).

A well-conducted case-control study is an efficient
design to examine in utero exposure to cigarette smok-
ing and risk of childhood cancer. However, this study
design is vulnerable to potential biases, including selec-
tion and recall biases, which could account for the
diverging results of prior studies. Given the rarity of
childhood leukemia and lymphoma, however, a cohort
study, which would avoid these potential limitations,
is often difficult to undertake with sufficient statistical
power.

In the present investigation, we take advantage of
existing population-based registers in Sweden to exam-
ine the effect of maternal smoking during pregnancy on
childhood risk of leukemia and lymphoma among a
cohort of 1,440,542 Swedish children born between 1983
and 1997.

Materials and Methods

Study Population. The study base for the present
investigation consists of all live births in Sweden be-
tween January 1, 1983 and December 31, 1997 that were
registered in the population-based Swedish Medical
Birth Registry. The Birth Registry includes >99% of
all births in Sweden (17). Follow-up data on this
cohort were achieved through linkage of the Birth
Registry with the Swedish Cancer Registry and the
National Cause of Death Registry. Because each Swedish
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resident is assigned a national registration number,
which is a unique identifier, it is possible to merge
national databases.

Information on incident leukemia and lymphoma
cases in the cohort came from the Swedish Cancer
Registry, established by the National Board of Health
and Welfare in 1958. Swedish law mandates and reg-
ulates physicians and pathologists, who confirm the
diagnosis of cancer, to report on every newly diagnosed
malignant tumor to the Swedish Cancer Registry. Since
the early 1980s, all notifications of cancer diagnosis
have been sent directly to one of six regional cancer
registers, each of which has a strictly defined catchment
area. All case reports are verified for completeness at
the regional registries and subsequently computerized.
Incidence statistics from the six regional registries are
pooled in the Swedish Cancer Registry.

Information on all deaths in the cohort was available
from the National Cause of Death Registry. The registry
includes dates of death from specific causes, which is
obtained from death certificates and coded according
to the standards of the International Classification of
Diseases, Eighth, Ninth, and Tenth Editions . Medical
certification is carried out by the attending physician or
coroner, with use of both clinical records and autopsy
reports. This registry, which was established in 1961,
maintains date and cause of death for >99% of residents
who died after this year.

Among the 1,591,271 Swedish live births between 1983
and 1997, we excluded 3,627 (0.2%) infants who died
within the first week of birth and 1,475 (0.1%) with Down
syndrome. We excluded from the analysis an additional
97,905 (6.2%) births with missing information on mater-
nal smoking, 47,573 (3.0%) with other missing covariate
data, and 149 (0.01%) with erroneous follow-up infor-
mation. Thus, the sample size of the final cohort for this
analysis was 1,440,542 (90.5%) Swedish births during
1983 to 1997.

Data Collection. The Birth Registry includes stan-
dardized information from antenatal, obstetric, and neo-
natal medical records. During the first antenatal visit,
normally at 8 to 12 gestational weeks, information from
a standardized questionnaire is recorded by a nurse
midwife. Information on maternal smoking during the
first trimester has been collected routinely since 1983.
Women were asked the number of cigarettes that they
smoked, which was coded on the questionnaire as 0, 1 to
9, or z10 cigarettes per day. Additional covariate data

include maternal demographic data, reproductive his-
tory, and birth characteristics and outcomes. Through
linkage with the Education Registry, years of formal
education attained as of December 31, 1998 were obtain-
ed from Statistics Sweden. Information on mother’s
country of birth was provided through linkage to the
Immigration Registry and stratified into Nordic (Sweden,
Denmark, Norway, Finland, and Iceland) or non-Nordic
country of birth.

Lymphoma and Leukemia Cases. The incidence of
lymphoma and leukemia (International Classification of
Diseases, Seventh Edition codes 200–207) in the cohort
was based on information provided by the Swedish
Cancer Registry. Information available from the Swed-
ish Cancer Registry includes date of diagnosis, malig-
nancy, histologic subtype (WHO/HS/CANC/24.1
Histology Code), basis of diagnosis, and death from
cancer. Observation time of the cohort was calculated
from date of entry into the cohort (birth date) until the
occurrence of a diagnosis of any primary lymphoma or
leukemia cancer, or censoring since diagnosis of an-
other cancer, death, or end of the observation period
(December 31, 1997).

Statistical Analysis. The relation between maternal
smoking and risk of childhood lymphoma or leuke-
mia in the offspring was assessed using information on
time to cancer event, which accounts for different
amounts of follow-up time in the cohort. First, the
incidence rates of cancer in the entire cohort were
estimated by dividing the number of cases that occurred
during follow-up by the total number of person-years
at risk for a given level of exposure. Proportional haz-
ard models using Proc PHREG in SAS version 8.2 were
used to estimate the hazard ratio (HR) and 95%
confidence interval (95% CI) of hemopoietic cancers,
given smoking status, comparing nonsmokers as the
reference. To assess whether the dose of cigarettes
increased or decreased risk in a linear fashion, we
calculated statistical tests for trend. The following
covariates were evaluated as potential confounders:
maternal age (categorically: V19, 20–24, 25–29, 30–34,
z35 years), maternal education (categorically: V9, 10–
11, 12, z13 years), parental status (cohabitating/not
cohabitating), residence at birth (town or rural/large
city), maternal birthplace (Nordic/non-Nordic), parity
(categorically: 1, 2–3, z4), birth year (ordinal), and
baby’s gender (male/female). Because of concern that

Table 1. Characteristics of malignant childhood leukemia and lymphoma (International Classification of Diseases,
Seventh Edition codes 200.0–207.0) in Sweden among cohort of 1,440,542 children born 1983–1997

International Classification of
Diseases, Seventh Edition code

n Rate per 105

person-years
Mean (SD) age
at diagnosis

% Male

ALL 204.0 505 4.75 3.7 (2.7) 53.7
AML 205.0 48 0.45 3.5 (3.9) 45.8
Chronic myelogenous leukemia 205.1 13 0.12 5.4 (3.8) 53.9
Other leukemias* 206–207 22 0.21 3.6 (3.7) 45.5
NHLc 200, 204.1 81 0.76 5.7 (3.0) 74.7
Hodgkin’s disease 201 20 0.19 7.0 (3.7) 75.0
Reticulosis 202 61 0.57 2.4 (2.9) 57.4

*Includes 6 monocytic leukemias and 16 other and unspecified leukemias.
cIncludes two chronic lymphocytic leukemia cases classified as NHL.
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birth weight (ordinally) and gestational age (categorically:
<32, 32–36, z37 weeks) potentially could be considered
on the causal pathway, we controlled for these variables
in a secondary analysis.

Because of the early age at onset of ALL, we examined
whether the effect of smoking was constant by age at
diagnosis. To accomplish this, we stratified models into
risk sets of 0 to 1 (completed), 2 to 4, and z5 years of
follow-up and estimated the effect of maternal smoking
in each risk group. Furthermore, we examined whether
the effect of maternal smoking on ALL differed among
male and female offspring, comparing the estimates
formally with a test for interaction.

Results

This cohort of 1,440,542 children born in Sweden
between 1983 and 1997 contributed almost 11 million
person-years to the study base. ALL was by far the
most common occurring of the leukemias and lympho-
mas, with an incidence rate of 4.75 per 100,000 person-
years (Table 1). The characteristics of non-Hodgkin’s
lymphoma (NHL) and Hodgkin’s disease cases were
notably different than ALL and AML, with an older
mean age and a predominance of male cases.

In Table 2, we present the prevalence of maternal
smoking during pregnancy by demographic, reproduc-
tive, and birth characteristics. Overall, 24% of women
smoked during pregnancy. The proportion of women
smoking during pregnancy was higher among younger
women, among those with lower levels of education,
and among those born in Nordic countries. Maternal
smoking was also associated with preterm birth and
lower birth weight. Over the course of the study period,
there was evidence of notable decreases in smoking
prevalence.

Adjusting for potential confounders, maternal smok-
ing was associated with a 30% lower risk of ALL (HR,
0.73; 95% CI, 0.58–0.91; Table 3). The risk reduction was
similar for light (1–9 cigarettes per day) and heavy (z10
cigarettes per day) smokers. On the other hand, there
was evidence that maternal smoking was associated
with a higher risk of AML. In particular, children whose
mothers smoked z10 cigarettes per day during early
pregnancy had a >2-fold higher risk of AML (HR, 2.28;
95% CI, 1.05–4.94) compared with women who did not
smoke. The data also suggested a small excess risk of
NHL, although because of the small number of cases,
95% CIs were wide. In the proportional hazard analyses,
further adjustment by gestational age and birth weight
did not substantial change the HRs, suggesting that these
variables are neither confounders nor on the causal
pathway.

In Table 4, we present estimates of the effect of
maternal smoking on ALL stratified by age at diagnosis
and sex. A decreased risk of ALL associated with
maternal smoking was evident for each age at diagnosis
(Table 4), although the effect was more consistent among
those diagnosed at ages 0 to 1 years. Maternal smoking
was associated with a significantly protective effect on
risk of ALL among males only, but there was no evidence
of a statistical interaction between maternal smoking and
infant’s sex on risk of ALL (P for interaction = 0.32).

Discussion

Evidence from this large cohort of Swedish children
suggests that maternal smoking during pregnancy
affects the risk of childhood leukemia in the offspring.
The data are consistent with a small protective effect
of smoking on risk of ALL and with an excess risk of
AML. There is also some evidence that maternal smok-
ing increases the risk of NHL, although small numbers
of cases in the cohort prevent definitive conclusions.
Although there is no statistical evidence of interaction,
the effect of maternal smoking on ALL seems more
consistent among male compared with female offspring
and slightly stronger for infants during the first year
of life.

Table 2. Frequency of smoking during pregnancy by
maternal and reproductive characteristics among
1,440,542 Swedish births, Sweden, January 1983–
December 1997

N Smoking during
pregnancy (%)

Maternal age (y)
V19 37,243 43.6
20–24 311,861 29.8
25–29 538,653 22.2
30–34 379,602 21.1
z35 173,183 21.7

Maternal education (y)
V9 243,553 43.1
10–11 593,128 28.3
12 177,235 15.7
13–14 252,578 12.3
z15 174,048 8.4

Parental status
Cohabitating 1,308,277 22.7
Not cohabitating 71,318 48.4

Town/city
Large city 383,063 23.6
Town/rural 1,057,479 24.2

Maternal birthplace
Nordic 1,323,945 24.8
Non-Nordic 116,597 15.4

Parity
1 584,022 24.0
2–3 753,583 23.4
z4 102,937 29.4

Multiple birth
Singleton 1,406,909 24.1
Multiple 33,633 23.5

Offspring sex
Female 700,348 24.0
Male 740,014 24.1

Gestational age (wk)
V31 8,143 31.7
32–36 57,624 28.9
z37 1,373,847 23.8

Birth weight (g)
<1,500 7,822 32.1
1,500–2,500 51,340 36.1
2,501–3,500 625,964 29.4
3,501–4,500 703,703 19.1
>4,500 46,871 12.7

Birth year
1983–1986 343,557 30.3
1987–1990 402,512 26.5
1991–1994 432,496 21.6
1995–1997 261,977 16.1
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In evaluating the results of the study, there are sev-
eral strengths to consider. The large size and duration of
follow-up provide one of the few opportunities to evalu-
ate the research question of maternal smoking on cancer
risk using a cohort design. The Swedish Medical Birth
and Cancer Registers include 99% of all births and 96% of
cancer cases in Sweden (17, 18), respectively. Using these
population-based resources almost eliminates the possi-
bility of selection bias and loss to follow-up.

Maternal smoking in this study was assessed at the
time women registered for prenatal care, during the first
trimester. In this way, the possibility of recall bias is
eliminated. However, we do lack exposure information
over the course of pregnancy. Because it is unclear
what the critical window of exposure is, we may have
some misclassification of this time-varying exposure. For
example, f10% of smokers in Sweden cease cigarette

smoking after the first antenatal care visit (19). Thus, if
the relevant time window were later in pregnancy, we
would have classified a small proportion of unexposed
person-time as exposed. Moreover, the societal attitudes
toward smoking may have led to underreporting of
smoking during pregnancy. Because such misclassifica-
tion of the exposure is nondifferential, the true associa-
tions between maternal smoking and leukemia and
lymphoma may be greater than reported.

Because of the study design, there are few limitations
to consider. The Medical Birth Register lacks informa-
tion on some reported risk factors, such as exposure to
ionizing radiation, parental occupation, and dietary data.
These factors may have differed by maternal smoking
status, thus leading to potential residual confounding.
Of particular concern may be residual confounding by
paternal smoking. Some studies suggest that, among

Table 3. Crude and adjusted HRs for the effect of maternal smoking on leukemia and lymphoma, Sweden, January
1983–December 1997

Cases (n) Rate per 105

person-years
Crude HR Adjusted HR* (95% CI) Adjusted HRc (95% CI)

Maternal smoking
ALL
No 400 5.93 Reference Reference Reference
Yes 105 4.01 0.73 0.73 (0.58–0.91) 0.75 (0.60–0.93)
1–9 cigarettes 61 3.80 0.69 0.68 (0.52–0.89) 0.69 (0.52–0.91)
z10 cigarettes 44 4.35 0.80 0.80 (0.58–1.10) 0.84 (0.61–1.15)
P for trend 0.016 0.012 0.043

AML
No 33 0.49 Reference Reference Reference
Yes 15 0.57 1.28 1.41 (0.74–2.67) 1.28 (0.65–2.49)
1–9 cigarettes 6 0.37 0.83 0.91 (0.38–2.21) 0.75 (0.29–1.96)
z10 cigarettes 9 0.89 2.00 2.28 (1.05–4.94) 2.20 (1.00–4.83)
P for trend 0.15 0.084 0.13

NHL
No 56 0.83 Reference Reference Reference
Yes 25 0.96 1.17 1.25 (0.76–2.04) 1.22 (0.74–2.02)
1–9 cigarettes 15 0.93 1.14 1.21 (0.68–2.18) 1.15 (0.63–2.11)
z10 cigarettes 10 0.99 1.21 1.30 (0.65–2.60) 1.33 (0.66–2.68)
P for trend 0.51 0.38 0.39

Reticulosis
No 44 0.65 Reference Reference Reference
Yes 17 0.65 1.11 1.20 (0.67–2.16) 1.12 (0.61–2.05)
1–9 cigarettes 14 0.87 1.48 1.60 (0.86–3.00) 1.47 (0.77–2.79)
z10 cigarettes 3 0.30 0.51 0.54 (0.17–1.77) 0.54 (0.16–1.77)
P for trend 0.74 0.855 0.739

*Data adjusted for maternal age, maternal education, maternal birthplace, parity, birth year, and baby’s gender.
cData also adjusted for gestational age and birth weight.

Table 4. Adjusted* HRs for the effect of maternal smoking on ALL stratified by age at diagnosis and sex, Sweden,
January 1983–December 1997

Age at diagnosis Gender

0–1 y HR (95% CI) 2–4 y HR (95% CI) z5 y HR (95% CI) Male HR (95% CI) Female HR (95% CI)

Maternal smoking
No Reference Reference Reference Reference Reference
Yes 0.56 (0.31–1.01) 0.83 (0.62–1.11) 0.64 (0.42–0.97) 0.63 (0.46–0.86) 0.85 (0.62–1.16)
1–9 cigarettes 0.57 (0.28–1.15) 0.79 (0.55–1.13) 0.55 (0.32–0.95) 0.63 (0.43–0.92) 0.75 (0.50–1.10)
z10 cigarettes 0.55 (0.22–1.37) 0.89 (0.59–1.35) 0.78 (0.44–1.40) 0.64 (0.40–1.02) 1.02 (0.66–1.57)
P for trend 0.071 0.33 0.10 0.008 0.59

*Data adjusted for maternal age, maternal education, maternal birthplace, parity, birth year, and baby’s gender.
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nonsmoking mothers, paternal smoking is associated
with increased risk of ALL and lymphoma (16, 20).
However, in Sweden, paternal smoking is closely
associated with maternal smoking (19). Thus, if paternal
smoking is associated with increased risk of ALL and
NHL also in Sweden, we should have underestimated
the protective effect of maternal smoking on ALL and
overestimated the effect on NHL.

In this study, mean follow-up time of the cohort is
f8 years, and f90% of the children were <15 years old
at the end of the study. Thus, this study focused on
cancers that occurred earlier in the cohort. This obser-
vation should be taken into consideration when assess-
ing the generalizability of these findings to malignancies
with later age at onset. If the in utero effects of
smoking play a greater role on later rather than earlier
onset cancers (15), then our effect estimates may
not be directly applicable to the age groups under study.
At least for ALL, our data do not suggest a different
effect of smoking by age at diagnosis.

Our results agree with some, but not all, previous
studies on the effect of maternal smoking on risk of
childhood leukemia and lymphoma. The United King-
dom Cancer Study, which is a nationwide population-
based case-control study, evaluated maternal smoking
during the second trimester of pregnancy using struc-
tured interviews (15). The authors found that maternal
smoking was associated with a 24% lower risk of leu-
kemia (P for trend = 0.03). This protective effect was
notable for both ALL and AML, however. A large,
population-based case-control study undertaken in
Germany assessed maternal smoking during the first
trimester and found a protective effect for ALL and an
increased risk for NHL (14). A meta-analysis based on
eight studies, however, found no evidence of an effect of
maternal smoking on leukemia (relative risk 1.05; CI,
0.82–1.34; ref. 21).

Few cohort studies examining maternal smoking
and risk of childhood hemopoietic cancers have been
undertaken. In a study including 54,795 live-born
children, there was some evidence of a protective effect
of maternal smoking on total leukemia, although the
results were not statistically significant (22). In an initial
follow-up for the Swedish birth cohort between 1982
and 1987, Pershagen et al. (23) reported no association
between maternal smoking and cancers of the lymphatic
and hemopoietic system (HR, 1.04; 95% CI, 0.71–1.52).
However, in case-control studies nested within the
cohort through 1989, there was evidence of a protective
effect of ALL (13) and excess risks of AML (10) and NHL
(11). Maternal smoking data from the Swedish nested
case-control and cohort studies was derived in the same
manner as the present study.

Given the inconclusiveness of earlier epidemiologic
studies, we can turn to biological plausibility to assess
the study findings. First, several components of cigarette
smoke, such as benzo[a]pyrene and 4-aminobiphenyl,
are known to cross the placental membrane and have
been detected in the placenta and fetal blood of offspring
(24-27). In addition, maternal smoking during pregnancy
was positively associated with increased numbers of
specific mutations such as deletions in lymphocytes of
the offspring (28, 29). Thus, it is biologically plausible
that maternal smoking during pregnancy increases the
risk of NHL and AML, as observed in our study.

The protective effect of smoking and ALL is more
difficult to understand, and little is known about the
mechanism by which smoking could exert such an effect.
In animal models in which progeny are exposed in utero
to benzo[a]pyrene, a component of tobacco smoke, there
is substantial evidence of generalized immune suppres-
sion after birth (30-32). In particular, in utero exposure to
benzo[a]pyrene decreases prolymphocytic cells in ani-
mals (31) and suppresses B-cell lymphopoiesis and
induces pre–B-cell apoptosis in bone marrow cultures
(33). Such suppression of immune function could result
in a decreased response and lower likelihood of clonal
expansion.

Despite the apparent protective effect of smoking on
ALL, this study in no way supports that maternal smok-
ing is beneficial. Smoking during pregnancy is linked to
several adverse effects, including fetal growth restriction,
preterm birth, and perinatal mortality (33-35), outcomes
that are significantly more common conditions. This
evidence may simply outline a potential mechanism by
which ALL could occur.

Clearly, the question of maternal smoking and risk of
hemopoietic cancers remains. This study provides sup-
portive evidence of positive associations with AML and
NHL and an interesting protective effect with ALL,
which needs to be explored further. With additional
follow-up time, this unique cohort of Swedish children
will help to further elucidate the role of maternal
smoking on risk of childhood cancers.
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WHAT THIS PAPER ADDS 

• Exposure to glyphosate, a broad-spectrum and frequently used herbicide, may be associated 
with non-Hodgkin lymphoma (NHL). Little is known about how risks may differ by glyphosate 
exposure levels and NHL sub-types. 

• To address this research gap, this analysis integrated detailed, self-reported glyphosate use 
information with assessments of NHL risk overall and by major histological sub-type using 
pooled data from 1690 NHL cases and 5131 controls from the U.S. Midwest and Canada. 

• Subjects who ever used glyphosate had elevated odds ratios for NHL overall and for all subtypes 
except follicular lymphoma. Significant or nearly significant risks of NHL overall were observed 
for >2 days per year (OR=2.42, 95% Cl: 1.48, 3.96) and >7 lifetime days (OR=l.SS, 95% Cl: 0.99, 
2.44) of glyphosate use, with some differences in risk by sub-type. 

• Glyphosate use may be associated with elevated NHL risk. Although the pattern of risks was not 
clear across exposure categories, these findings from a large dataset offer more precision than 
results from previous studies. 
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ABSTRACT {249) 

Objectives: Glyphosate is the most frequently used herbicide worldwide. Some epidemiological studies 
have found positive associations between glyphosate exposure and non-Hodgkin lymphoma (NHL). This 
study aimed to evaluate NHL risk overall and by major histological sub-type using detailed glyphosate 
use metrics. 

Methods: The NAPP, composed of pooled case-control studies from the U.S. and Canada, includes NHL 
cases (N=1690) and controls (N=5131) who provided information on pesticide use. Cases (follicular 
lymphoma [FL], diffuse large B-cell lymphoma [DLBCL], small lymphocytic lymphoma [SLL], other) from 
cancer registries and hospitals were frequency-matched to population-based controls. Logistic 
regression was used to estimate odds ratios (OR) and 95% confidence intervals (CJ) by ever/never, 
duration, frequency, and lifetime days of glyphosate use. Models were adjusted for age, sex, location, 
proxy respondent, family history of lymphohematopoietic cancer, and personal protective equipment. 

Results: Cases who ever used glyphosate (N=133) had a significantly elevated risk of NHL overall 
(OR=l.43, 95% Cl: 1.11, 1.83). Subjects who used glyphosate for >3.5 years had increased SLL risk 
(OR=l.98, 95% Cl: 0.89, 4.39) and those who handled glyphosate for >2 days/year had significantly 
elevated odds of NHL overall (OR=2.42, 95% Cl: 1.48, 3.96) and DLBCL (OR=2.83, 95% Cl: 1.48, 5.41). 
There were suggestive increases (p-trend $0.02) in risk of NHL overall, FL, and SLL with more days/year 
of glyphosate use. 

Conclusions: Glyphosate use may be associated with increased NHL risk. Although risk differences by 
histological sub-type were not consistent across glyphosate use metrics, the NAP P's large sample size 
yielded more precise results than possible in previous studies. 
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INTRODUCTION 

Glyphosate [N-{phosphonomethyl)glycine] is a broad-spectrum herbicide that is one of the most 
frequently applied pesticides in the world. First developed commercially for agricultural use in the early 
1970s, glyphosate quickly became a popular chemical; as of 2012, it was used in more than 750 products 
with an annual global production volume exceeding 600,000 tonnes (1). In the U.S., the highest levels of 
agricultural use occur in the mid-west on crops such as corn, sovbeans, and wheat (2). These crops are 
also examples of the many different types of plants that have been genetically engineered to be 
resistant to ~lyphosate[:.. - 

Glyphosate has been examined as a potential risk factor for lymphatic and hematopoietic cancers 
including non-Hodgkin lymphoma (NHL). In Canada, NHL ranks as the fifth most incident cancer in males 
following neoplasms of the prostate, colorectum, lung, and bladder (3). In the American mid-west NHL 
accounts for an unusually large number of cancers in agricultural areas where populations tend to have 
lower cancer rates overall (4). The causes of NHL are largely unknown (Hartge P, Wang 55, Bracci PM, 
Devesa 55, Holly EA. Non-Hodgkin Lymphoma. In Cancer epidemiology and Prevention, 3_:'. ~dition. - -(,._F_o_r_m_a_tt_e_d:_s_u..cpe_r_sc_ri-'-p_t _ 
Shottenfeld D, Fraumeni JF, Jr. (Eds.). Oxford University Press, NY, Ny, 2006). pp. 898-918.). Male-NHL 
has been associated with farming (Blair et al., 1992)gemter, aetvanceet age, a net imm1,1ne s1,1ppressi0n are 
the sest knewn risk facts rs . .'\grirnlt1,1ral exp0s1,1res are hyp0thesize9 ts se inv0lve9 in the 9evel0prnent 
ef..NHb and this has prompted studies focused on pesticides. 

Commented [AB1]: Check to make sure all these crops have 
genetically modified seed on the market. I do not think that is the 
case for wheat yet. I think rice was to be available this year. 

In the 1980s and 1990s FourkH/f- population-based case-control studies were conducted in the U.S. mid- 
west and six Canadian provinces to examine putative associations between agricultural exposures and 
pesticides and the risk of NHL. Individual study results showed positive associations between self- 
reported glyphosate use and NHL risk, although there was variation in the magnitude and statistical 
significance of risks between studies. In an analysis of the Canadian study the odds ratio [OR] for NHL 
was 1.26 (95% confidence interval [Cl]: 0.87, 1.80) for the use of glyphosate with adjustment for age and 
province (N=Sl exposed cases) (S). The OR was slightly higher from/\ similar risk estimate was fo1,1n9 in a 
separate analysis sf men ,...,he reperte91~· ever han9le9 glyphesate in lewa anet Minneseta (6) anet higher 
0995 were calc1,1late9 in a pooled analysis that included 36 exposed male cases from Iowa, Minnesota, 
Kansas, and Nebraska (logistic regression OR=2.l, 95% Cl: 1.1, 4.0 adjusted for age, study site, and other 
pesticides) (7). 

Other studies involving glyphosate exposure and NHL risk have been conducted and many were included 
in a systematic literature review and meta-analysis of epidemiological studies of pesticide exposure and 
NHL risk (8). This meta-analysis found9em0nstrate9 that glyphosate exposure was significantly 
associated with elevateEI risl<s sf NHL~ (meta risk ratio [mRR]=l.S, 95% Cl: 1.1-2.0, 6 papers). The 
OR for-am! B cell lymphoma, (mRR 2.Q, 95% Cl: 1.1 3.6, 2 papers), a commonly diagnosed NHL sub-type 
in the regions from which included studies were drawn, was (mRR=2.0, 95% Cl: 1.1-3.6, 2 papers). 
Hewever, meta anal','ses were sase9 en a small n1,1rnser sf incl1,19e9 papers an9 each st1,19y c0ntaine9 
law n1,1msers sf eicpeseEI s1,1sjects. Only ene incl1,1ele9 st1,1Ely (9) re130rte9 risl<s sy NHL s1,1s ty13e an El enly 
three (5, 9, lQ) re130rte9 risks sy gly13h0sate ei1130s1,1re level. 
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A comprehensive evaluation of glyphosate carcinogenicity was recently undertaken by the International 
Agency for Research on Cancer (IARC) (11). This review of mechanistic, animal, and epidemiological 
evidence classifiedles ts ttie evaluatien sf glyphosate as a "probable" (group 2A) carcinogen for NHL 
based on limited evidence in humans and sufficient evidence in experimental animals. The assessment 
of limited evidence from epidemiological studies was based on case-control studies13rimarily fornses en 
evisenee frem ease eentrel stusies sf 0eeu13ati0nal gly13ti0sate e>(130sure in the U.S., Canada, and 
Sweden that reported increased risks of NHL that persisted after adjustment for other pesticides. No 
association between NHL and use of glyphosate was seend in the Agricultural Health Study (AHS). a 
large prospective study of farmers and commercial pesticide applicators in the U.S.(11). In bioassays, 
gGlyphosate was was associated with renal tubule carcinoma, pancreatic islet-cell adenoma, and skin 
tumors (11). a ale ts eause sifferent eaneers in rniee, 130stulates ts eeeur ttireugti initiatien ans 
13rem0ti0n. Mechanistic and other data supported the "probable" carcinogen conclusion by providing 
strong evidence for genotoxicity and oxidative stress, both of which are mechanisms of action that can 
take place in humanslllJ.. 

There are several research gaps that need to be addressed in order to better understand the role and 
impact of glyphosate exposure on the development ofeaneer risk, si,eeifieally NHL. Individual studies 
often have limited power for glyphosate exposure, lack evaluation of NHL by sub-type, and do not adjust 
risk estimates for other pesticides and other exposures (8, 11). _MAssitienally, most studies do not have 
quantitative exposure data needed to perform more sensitive epidemiological analyses and few have 
addressed potential effect modifiers to identify if glyphosate exposure has a different impact on NHL 
risk under certain circumstances. Schinasi and Leon (8) f\i!Ve-suggested pooling studies as an attem13t to 
overcome some of these limitations'-''-AGRICOH, a consortium of agricultural cohorts, is a global effort of 
this kind (12). Other existing studies can be similarly leveraged for enhancing .Q!!Lknowledge and 
understanding about glyphosate exposure and NHL risk. 

The North American Pooled Project (NAPP) is a pooled resource of population-based case-control 
studies previously conducted in the U.S. and Canada. The primary objective of this effortstlli!y was to 
provide larger numbers for more detailed analyses of possible relationships between NHL and pesticide 
use. In this paper we evaluate the association between glyphosate use and the risk of NHL among men 
and women in the NAPP. in ttie ~iertti Ameriean Peeles Prejeet (NAPP), a 1300les reseuree sf 
13013ulati0n eases ease eentrel studies 13revi0usl1f eensuetes in ttie U.S. ans Canasa. NI-lb risk was 
assesses everall ans ey tiistelegieal sue ty13e using setailes self re130rtes gly13ti0sate use informatien 
ans asjustment for ettier 13estieises ans 130ssiale risk faeters. Ttie seeensary aim sf ttiis stusy was ts 
e>(amine ttie effeets sf 13ers0nal 13r0teetive eeiui13ment (PP~) en ttie asseeiatien aetween glyi,tissate use 
ans NI-IL risk everall. 

METHODS 

Study population 

The NAPP is a large ans newl1f estaalisties reseuree sf pooling ofe4 data from four previously conducted 
case-control studies of men and women who were diagnosed with soft tissue sarcoma and lymphatic 
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and hematopoietic cancers, including NHL, in the U.S. and Canada. NHL cases were recruited from 
cancer registries and hospitals during the 1980s in four states (Iowa, Minnesota, Kansas, and Nebraska) 
and between 1991 and 1994 in six provinces (Quebec, Ontario, Manitoba, Saskatchewan, Alberta, and 
British Columbia). Cases were 19 years of age or older in all jurisdictions (I think the 19 age cut is correct, 
just check each study to make sure). Controls were selected from the general population in each state or 
province. Selection procedures varied by study but included-by random digit dialing, voters' lists, health 
insurance records, Medicare listings for those older than 65 years, and from state mortality files for 
deceased cases. Controls were matched to NHL cases in each state/province on the basis of age (±2 or 5 
years). In some states, cases and controls were matched on the additional variables of sex (Nebraska), 
race (Nebraska), and vital status and year of death for deceased cases (Iowa, Minnesota, Nebraska, 
Kansas). All states and provinces included men; women were only included in Nebraska. Deceased cases 
and controls were eligible for inclusion in the U.S. ease ESntrsl studies. The Canadian study only 
considered alive cases and controls. The present analysis used data from both men and women and 
from alive and deceased NHL cases (N=1690) and controls (N=5131). 

Data collection 

Participants, or surrogates, provided detailed information about demographic characteristics, pesticide 
use, agricultural exposures, and exposure to other known or suspected NHL risk factors including 
lifestyle, medical and occupational history. Interviewer-administered questionnaires were conducted by 
telephone (Kansas and Nebraska) or in person (Iowa and Minnesota) with cases and controls or their 
surrogates if subjects were deceased or too ill to respond themselves. In Canada, all cases and controls 
were mailed a questionnaire to complete themselves (or by their surrogates). Participants who indicated 
that they had used pesticides were subsequently interviewed over the telephone for details about their 
pesticide exposure. The Canadian questionnaire was modified from the telephone interview 
questionnaires that were used in Kansas and Nebraska. The questionnaires from all case-control studies 
were very similar since they shared a common research objective, involved overlapping groups of 
principal investigators, and were developed during the same time period. This made the data highly 
amenable to pooling at 19resent. The complete methodologies of each case-control study have been 
described by Cantor et al., 1992 (Iowa and Minnesota) (6), Hoar et al., 1986 (Kansas) (13), Zahm et al., 
1990 (Nebraska) (14), and McDuffie et al., 2001 (Canada) (S). 

The NAPP contains extensive information about pesticide use and agricultural exposures reported by 
cases and controls. In general, pesticide classifications are available fromaata were EBlleeteEI seginning 
wi-tfl--#le broadest categories (e.g. occupations with potential pesticide exposure),J_Q folle•.vea s·,· major 
chemical classes (e.g. herbicides), !.Q_chemical groups (e.g. phenoxy herbicides), and finally individual 
compounds (e.g. 2,4-D). For each individual compound reported, information was collected for 
dichotomous use (ever/never), duration of use (number of years), and frequency of personal handling 
(number of days/year). Duration data were not collected in Kansas and frequency information was not 
collected in Iowa, Minnesota, and Kansas ana Kansas. In Kansas participants were asked to open- 
endedly recall the details of their pesticide use whereas in all other jurisdictions subjects were prompted 
by a list of chemicals and their trade names. Participants were also asked to report if they had used any 

Page 6 of 19 

Case 3:16-md-02741-VC   Document 1217-6   Filed 03/14/18   Page 6 of 19



Date of last revision: September 21, 2015 

type of PPE in general (Nebraska and Canada) and with herbicides (Iowa, Minnesota, and Kansas) and 
specific individual pesticides (Iowa and Minnesota). 

Assessment of glyphosate use 

Self-reported glyphosate use was examined using several different metrics: dichotomous, duration, 
frequency, and lifetime days (derived by multiplying number of years used with number of days/year 
handled). Ordinal categories were created for duration, frequency, and lifetime days analyses based on 
the median of glyphosate used/handled in controls. Since information about duration of glyphosate use 
was not collected in Kansas, cases and controls from Kansas were omitted from duration analyses. 
Similarly, cases and controls from Iowa, Minnesota, and Kansas were excluded from frequency and 
lifetime days analyses owing to the lack of frequency data collected in these states. Participants who had 
missing or unknown glyphosate use information, but who were from jurisdictions where glyphosate use 
information was collected, were coded as "never used" in dichotomous analvses.j .. jf_or duration and 
frequency analyses, missing values were assigned based on the median duration or frequency by 
state/province, age, and NHL sub-type (simple imputation, rounded to the nearest whole number). 
Subjects who reported that they used glyphosate were coded as "ever used" or used/handled for the 
number of years and days/year that they had reported. Continuous analyses were also conducted in 
order to determine possible trends and changes in risk for every 5 years, 5 days/year, and 10 lifetime 
days of glyphosate use. 

NHL classification 

NHL cases in theses tudies were diagnosed at aiffereAt tiFAe 13erieas during the 1980s and 1990s. NHL 
cases were classified in Iowa, Minnesota, and Nebraska according to the Working Formulation (15, 16); 
in Kansas and Quebec by the International Classification of Diseases for Oncology First Edition (ICD-0-1) 
(1976) (17); and in Ontario, Manitoba, Saskatchewan, Alberta, and British Columbia by ICD-0-2 (1990) 
(18). The original histology codes used in each study were revisited to classify NHL cases using a single or 
similar scheme for the NAPP. We used ICD-0-1 to code NHL overall and sub-types in the NAPP since 
histological sub-types were classified in all jurisdictions according to ICD-0-1. These sub-types were 
follicular lymphoma (FL), diffuse large B cell lymphoma (DLBCL), small lymphocytic lymphoma (SLL), and 
other. The "other" sub-type included all cases whose histologies were unknown or not FL, DLBCL, or SLL. 
Pathology reviews were conducted on 84% of Canadian cases (5), 87% of Kansas cases (13), and for all 
interviewed cases in Iowa and Minnesota (6) and Nebraska {14) in order to validate NHL diagnoses. 

Power and sample size 

A power and sample size analysis was conducted using the U.S. National Cancer lnstitute's (NCI) Power 
Version 3.0 program (19, 20) by inputting the following parameters: number of controls= 5131; number 
of cases= 1690; control:case ratio= 3; type I error (two-sided)= 0.05; type II error= 0.2; probability of 
NHL at baseline= 0.04 (21). 

Of all 5131 controls available in the NAPP, 244 (4.76%) reported that they ever used glyphosate. A 5% 
prevalence of pesticide exposure in controls corresponds to ilJleff&t..power _Qf.Jl.00} to detect ORs of 
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2.00 or higher and a, but I ewer power _Qff0.46) to detect an OR of 1.25. Given that approximately 5% of 
controls reported ever being exposed to glyphosate, at a power level of 0.80, a total of 1103 NHL cases 
would be required to detect an OR of 1.50 (Appendix 1). The numbers of NHL cases and controls in the 
NAPP appear to be suitable !.Qfe-r detecting low to moderate relative risks associated with glyphosate 
exposure in this population. 

Statistical analyses 

Descriptive statistics were used to characterize the study population and identify potentially 
confounding variables. Based on previously published literature, a priori possible confounders included 
age, sex, state/province, use of a proxy respondent (5, 6, 22), lymphatic or hematopoietic cancer in a 
first-degree relative (23), and diagnosis with select medical conditions related to immune suppression 
(any allergies, food allergies, drug allergies, asthma, hay fever, mononucleosis, arthritis, or tuberculosis; 
ever received chemotherapy or radiation) (24-26). History of living or working on a farm or ranch was 
also evaluated as a potential confounder. 

It was possible that the use of other pesticides in the NAPP may confound the relationship between 
glyphosate use and NHL risk. A two-pronged approach was used to identify potentially confounding QY 
other pesticides. First, a correlation matrix of pooled data was produced to determine the presence and 
extent of correlation between glyphosate and each individual herbicide, insecticide, and fungicide 
reportedly used by NAPP subjects. Second, previously published articles based on the individual case- 
control studies comprising the NAPP were searched to identify any positive or significant relationships 
between individual pesticides and NHL risk, as would be required for confounding to occur. Pesticides 
that were most strongly correlated with glyphosate (defined in this study as Spearman coefficients ~0.35 
and Cohen's Kappa value ~0.30) and that were significantly or strongly associated with NHL in previous 
studies were evaluated as confounders. These were the herbicides 2,4-D (2,4-dichlorophenoxyacetic 
acid) (5, 6) and dicamba (5, 7), as well as the insecticide malathion (5, 7). 

The use of PPE with glyphosate could theoretically modify NHL risk by reducing subjects' exposure to 
glyphosate. Although such information was sought in some studies, data were on a sizableTlciere 'n•as a 
lafge proportion of the study subjectsmissing sata for tlcie mere specific •;aria bl es ef PPE uses for 
lcierbicises ans gl•rplciesate.E.D..Q.. Tlcierefore, effect modification analyses could only be conducted using 
involving any lifetime PPE use were censuctes using sata repertes by cases and controls fromif½ 
Nebraska and Canada. Any lifetime PPE usage was also included as a confounding variable in models 
where it was not evaluated as a possible effect modifier. 

Unconditional multiple logistic regression was performed using the LOGISTIC procedure QfeR the SAS 9.2 
statistical software package (SAS Institute, Cary, North Carolina) to calculate pooled ORs and 95% Cls for 
associations between glyphosate exposure (dichotomous, duration, frequency, lifetime days, and as a 
continuous variable) and the risk of NHL overall and by histological sub-type (FL, DLBCL, SLL, and other). 
Primary logistic regression models (OR') contained the following variables as confounders: age, sex, 
state/province, lymphatic or hematopoietic cancer in a first-degree relative, use of a proxy respondent, 
and use of any PPE. Secondary logistic regression models (ORb) contained the covariates in the primary 
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model plus reported use of the pesticides 2,4-D, dicamba, and malathion. Medical conditions and history 
of living or working on a farm or ranch were found not toEliEl Ast a1313ear ts 13lay a rsle iA confoundi-Ag 
the relationship between glyphosate use and NHL risk and were not included in the models. Use- 
response trends for duration, frequency, and lifetime days analyses were deemed to be statistically 
significant if the two-sided p-value for the ordinal glyphosate use category was !>0.05. The reference 
group for all analyses was subjects who never used glyphosate. There was a small proportion of subjects 
(N=l 75, 2.57% of all participants) with missing age values; these were imputed based on state/province- 
and case/control-specific means rounded to the nearest whole number 

Sensitivity tests were conducted by excluding proxy respondents from the main analyses. Proxy 
respondents were excluded from the analyses of PPE as a potential effect modifier in order to minimize 
the possibility of bias. For the effect modification analyses, glyphosate use was classified dichotomously 
and by duration, frequency, and lifetime days and overall NHL risks were calculated using logistic 
regression models adjusted for age, sex, state/province, lymphatic or hematopoietic cancer in a first- 
degree relative, and use of 2,4-D, dicamba, and malathion. 

Ethics approval 

Approval to conduct this analysis was obtained from the University of Toronto Health Sciences Research 
Ethics Board (#25166} and an ethics exemption was obtained from the U.S. NCI Office of Human 
Subjects Research (#11351}. Individual studies had obtained human subjects approval prior to collection 
of the data and aAII participants provided informed consent before taking part in the studies included in 
~NAPP analyses. 

RESULTS 

Characteristics of NHL cases and controls 

A total of 1690 NHL cases and 5131 controls were available in the NAPP for analysis. All participants 
were included in analyses that encompassed proxy respondents. For assessments involving the duration 
of glyphosate use, 1520 cases and 4183 controls were available; in frequency and lifetime days analyses, 
898 cases and 2938 controls were included. The numbers of cases and controls available for the 
sensitivity analyses excluding proxy respondents were srnallerlowes (Figure 1}. 

The most frequently diagnosed histological sub-type was DLBCL (38.28%), followed by FL (27.69%}, other 
(23.91%), and SLL (10.12%) (Table 1}. Nebraska yielded the highest proportion of cases (22.78%} and 
controls (27 .91%} compared to other states and provinces. The average ages of cases and controls were 
62.72 and 61.66 years, respectively. The majority of subjects were male. A similar proportion of proxy 
respondents were used by cases and controls. Cases were more than twice as likely to report that a first- 
degree relative was diagnosed with lymphatic or hematopoietic cancer compared to controls (OR=2.13, 
95% Cl: 1.69, 2.67). Medical history variables were evaluated as potential confounders but they did not 
have an appreciable impact on adjusted ORs in the main analyses (OR' and ORb} andwere thus excluded 
from logistic regression models. 
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Missing glyphosate use data 

There were 7 cases with missing values for the number of years of glyphosate used and 13 cases with 
missing values for the number of days/year of glyphosate handled in the jurisdictions where duration 
and frequency of glyphosate use data were collected. The median values for the number of years of 
glyphosate use in cases all subjects with missing values ranged from 0-2 based on jurisdiction, NHL sub- 
type, and age. The median value for days/year for subjects with missing information was O (zero). 

Glyphosate use and NHL risks overall and by major histological sub-type 

Overall, 113/1690 cases (6.69%) and 244/5131 (4.76%) controls reported that they had used glyphosate 
at any point in their lifetime. There was a significant association between glyphosate use and the risk of 
NHL overall (OR'=l.43, 95% Cl: 1.11, 1.83) (Table 2). Risks were elevated for most NHL sub-types but the 
magnitude of risk differed by sub-type. The greatest risk was observed in SLL cases (OR'=l.77, 95% Cl: 
0.98, 3.22) and the lowest risk was found for FL (OR'=l.00, 95% Cl: 0.65, 1.54). Similar and significant 
excesses were observed for DLBCL (OR'=l.60, 95% Cl: 1.12, 2.29) and other (OR'=l.66, 95% Cl: 1.04, 
2.63) sub-types. Associations were attenuated and no longer statistically significant when the model 
represented by OR' was further adjusted for ever use of 2,4-D, dicamba, and malathion (ORb). The odds 
of SLL did not change even after adjusting risk estimates for these three pesticides. 

When glyphosate use was examined by duration (Table 2), there was a general inverse trend in risks 
except for cases of SLL, where the odds increased with longer duration of glyphosate use (OR'=l.98, 95% 
Cl: 0.89, 4.39 for >3.5 years versus OR'=l.49, 95% Cl: 0.63, 3.58 for >0 and ~3.5 years) and this trend was 
of borderline statistical significance (p-trend for OR'=0.08). Additional adjustment for the chemicals 2,4- 
D, dicamba, and malathion generally resulted in attenuated risk estimates (ORb) compared to models 
unadjusted for these pesticides (OR') except for SLL, for which the addition of these agents in logistic 
regression models had no substantial effect on risk (e.g. for >3.5 years of glyphosate use, ORb=l.94, 95% 
Cl: 0.79, 4.80). 

In contrast to duration of glyphosate use, a more consistent pattern of NHL risk emerged in association 
with frequency of glyphosate personally handled (Table 2). Subjects who handled glyphosate for >2 
days/year had NHL risks that were approximately two times the odds observed in participants who 
handled glyphosate for >0 and Q days/year. This finding was consistent for NHL overall and all sub- 
types. Elevated risks in the highest category (>2 days/year) were significant for NHL overall {OR'=2.42, 
95% Cl: 1.48, 3.96) and DLBCL (OR'=2.83, 95% Cl: 1.48, 5.41) compared to subjects who did not handle 
glyphosate at all. Significant trends in risk were also found for NHL overall (p-trend for OR'=0.02) and 
DLBCL (p-trend for OR'=0.04). For NHL overall and DLBCL, ORs associated with handling glyphosate for 
>2 days/year were attenuated but remained statistically significant even after adjusting for the use of 
2,4-D, dicamba, and malathion. The pattern of increased risks with more frequent glyphosate handling 
was still apparent for NHL overall and all sub-types although trends were no longer statistically 
significant upon adjusting for these three pesticides. 

The analysis of lifetime days, derived from the product of number of years used and days/year handled, 
generally showed risk increases for NHL overall and most sub-types (except "other") in association with 
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a greater number of lifetime days of glyphosate use (Table 2). These trends were significant for NHL 
overall (p-trend for OR'=0.02), FL (p-trend for OR'=0.02), and SLL (p-trend for OR'=0.01). There were 
elevated risks of NHL among participants who had used glyphosate for >7 lifetime days; this was most 
pronounced for SLL (OR'=2.13, 95% Cl: 0.76, 5.96). Adjusting for 2,4-D, dicamba, and malathion 
attenuated risks compared to odds that were unadjusted for these chemicals; however, the general 
pattern of increased risks remained intact and in some cases (i.e. SLL), was still statistically significant (p- 
trend for ORb=0.03). 

Sensitivity analysis 

Proxy respondents were used for deceased cases and controls and for alive cases who were too ill to 
respond to the case-control study questionnaires themselves. The use of proxy respondents might have 
introduced misclassification of glyphosate use. To account for this possibility, glyphosate use data 
provided by proxy respondents were excluded from the main analysis presented in Table 2. This 
generally resulted in reduced ORs compared to risks that included data provided by both self- and proxy 
respondents, with little effect on the width of confidence intervals and the same general patterns of 
risks for dichotomous, duration, frequency, and lifetime days analyses (Table 3). For instance, there 
were significant trends for lifetime days of glyphosate use and the risks of NHL overall (p-trend for 
OR'=0.04), FL (p-trend for OR'=0.03), and SLL (p-trend for OR'=0.01) (Table 3) that paralleled the trends 
found in the analysis of data provided by both self- and proxy respondents (Table 2). 

However, there were some exceptions to this overall observation. Odds ratios for SLL mostly 
strengthened with the exclusion of proxy respondents in models both unadjusted for 2,4-D, dicamba, 
and malathion and models adjusted for these chemicals. For instance, among subjects who ever used 
glyphosate the risk of SLL excluding data from proxy respondents was 1.89 (OR', 95% Cl: 1.03, 3.49) 
which was slightly greater than the risk of SLL based on data provided by self- and proxy respondents 
(OR'=l.77, 95% Cl: 0.98, 3.22). Trends of increasing risk of SLL in association with longer duration, 
greater frequency and lifetime days of glyphosate use were also marginally stronger when data from 
proxy respondents were excluded. 

Effect of PPE 

Potential effect modification by PPE usage was evaluated based on data pooled from Canadian and 
Nebraskan participants. The association between ever glyphosate use and NHL risk overall was generally 
higher among subjects who reportedly used any type of PPE in their lifetime (OR=0.83, 95% Cl: 0.40, 
1.73) compared to subjects who never used any type of PPE (OR=0.65, 95% Cl: 0.31, 1.35) (Table 4). This 
pattern of elevated NHL risks in subjects who ever used PPE compared to subjects who never used PPE 
persisted when glyphosate use was also evaluated by duration, frequency, and lifetime days. Similar to 
the results in Tables 2 and 3, there were inverse associations between the duration of glyphosate use 
and NHL risk and positive (increasing) associations between frequency and lifetime days of glyphosate 
use and NHL risk, regardless of PPE use status. There were many subjects with unknown or missing PPE 
use information and they were separately modeled in order to reduce the possibility of analyzing 
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misclassified PPE use data. Risks were high and unstable in this latter group due to the small number of 
subjects in each glyphosate usage category. 

DISCUSSION 

The objective of this study was to evaluate potential associations between glyphosate use and NHL risk 
in the NAPP, a large pooled dataset with detailed information about glyphosate use reported by 1690 
NHL cases and 5131 controls. Glyphosate use was associated with elevated NHL risk, a finding that was 
consistent with previous analyses. Odds somewhat differed by histological sub-type, although there 
wasn't a consistent pattern across glyphosate use metrics. The novelty of this analysis and increased 
precision of risk estimates compared to smaller individual studies were major strengths. Yet, the 
limitations of this study illustrate the need for more research that can better characterize the 
relationship between glyphosate exposure and the development of NHL. 

This report confirms previous analyses indicating increased risks of NHL in association with glyphosate 
exposure. The odds of NHL for glyphosate use was 1.43 (OR', 95% Cl: 1.11, 1.83), a value that was 
situated approximately in between the risks observed in earlier analyses of the Canadian study 
(OR=l.26, 95% Cl: 0.87, 1.80, adjusted for age and province, N=51 exposed cases) (5) and the three 
pooled U.S. studies (logistic regression OR=2.1, 95% Cl: 1.1, 4.0, adjusted for age, study site, and other 
pesticides, N=36 exposed cases) (7). Further adjusting OR' for the pesticides 2,4-D, dicamba, and 
malathion resulted in an attenuated risk of NHL overall in the NAPP (ORb=l.13, 95% Cl: 0.84, 1.51). De 
Roos et al. (2003) (7) used a more conservative approach, a hierarchical regression model, for assessing 
NHL risk in the three U.S. pooled case-control studies and found that this reduced the odds of NHL 
overall (OR=l.6, 95% Cl: 0.9, 2.8, adjusted for age, study site, and other pesticides). A statistically 
significant excess of NHL was found in association with more than 2 days per year of use (OR=2.12, 95% 
Cl: 1.20, 3.73) (5) in the Canadian study, a finding that was in agreement with our analogous pooled risk 
estimate for NHL (OR"=2.42, 95% Cl: 1.48, 3.96). 

Our results are also aligned with findings from epidemiological studies of other populations that found 
an elevated risk of NHL for glyphosate exposure and with a greater number of days/year of glyphosate 
use (9), as well as a meta-analysis of glyphosate use and NHL risk (8). From an epidemiological 
perspective, our results were supportive of the IARC evaluation of glyphosate as a probable (group 2A) 
carcinogen for NHL (11). 

The large sample size of the NAPP was conducive to analyzing NHL risks with different metrics of 
glyphosate use. Evaluations of dichotomous glyphosate use showed nearly universal increases in risks of 
NHL overall and by sub-type, but results were more varied upon further examination by duration, 
frequency, and lifetime days. The odds of NHL, overall and by sub-type, were higher among subjects 
who reportedly used glyphosate more often in a year or who had greater cumulative use in their lifetime 
compared to unexposed subjects. Subjects who used glyphosate reported mostly initiating its use in the 
year 1980. Glyphosate was used by cases and controls for an average of 5 years and handled for an 
average of 5 days/year. The short duration of use made it challenging to calculate risks associated with 
longer-term usage, although the mean frequency of handling was typical of how often farmers 
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reportedly apply glyphosate to agricultural crops (27). For the days/year and lifetime days analyses some 
trends and risks were statistically significant while others were not, likely due to the lack of sufficient 
numbers of exposed cases for some sub-types. 

There were some differences in risks by sub-type but these were not consistent between the different 
glyphosate use metrics and were unlikely to be statistically significant. For example, the significant 
trends observed for lifetime days of glyphosate use and the risks of NHL overall, FL, and SLL were not 
present for the frequency analysis, where significant trends were only found for NHL overall and DLBCL. 
In the duration analysis an upward trend was observed for SLL but not for any of the other sub-types or 
for NHL overall. Despite these uneven results the risks of FL were consistently lower than other sub- 
types in association with any of the glyphosate use metrics. There was a relatively large number of FL 
cases in this analysis compared to the numbers available for other sub-types, lessening the likelihood 
that findings for FL were primarily due to chance. FL is a type of B-cell lymphoma that is the second most 
common type of NHL, accounting for 22% of all NH Ls (28). The observation of lowered FL risks for 
glyphosate use in this study was a lead for further evaluation. Additionally, the classification of NHL has 
changed since the case-control studies in the NAPP were conducted. Multiple myeloma is now 
considered a sub-type of NHL but was not evaluated in this analysis. 

A fairly consistent decrease in NHL risk was found when ORs were further adjusted for the pesticides 
2,4-D, dicamba, and malathion. This observation suggested that elevated risks of NHi. may be attributed, 
in part, to pesticides other than glyphosate. Formulations of glyphosate reported by NAPP subjects may 
have contained other active ingredients. In addition or alternatively, glyphosate may have been used in 
combination with other pesticide active ingredients at the time of application or in the same growing 
season or year. It is relatively unknown how combinations of pesticides might interact, and we were not 
able to evaluate this in our analysis. There is a need to further investigate other individual compounds 
with respect to NHL risk, such as the herbicide 2,4-D, which IARC recently assessed as possibly 
carcinogenic to humans based on inadequate evidence in humans and limited evidence in animals for 
NHL (29). 

Glyphosate and covariate data provided by self-respondents generally resulted in attenuated risks 
compared to odds derived from information provided by both self- and proxy respondents. The 
proportion of proxy respondents used for cases and controls was similar (about one third). Excluding 
proxies appreciably reduced the numbers of subjects in the sensitivity analysis which might have partly 
explained differences in risks. There was also the possibility of exposure misclassification by proxy 
respondents due to inaccurate recall of glyphosate use, which was likely non-differential (27, 30). Non- 
differential pesticide exposure misclassification was also an issue amongst self-respondents (31). There 
was less agreement between self-respondents and surrogates for detailed glyphosate use metrics (years 
and days/year) compared to the dichotomous variable (32). Nevertheless, significant trends of 
increasing risks in association with greater lifetime days of glyphosate use persisted for NHL overall, FL, 
and SLL, even when the analysis was limited to self-respondents. 

The evaluation of PPE as an effect modifier of the relationship between glyphosate use and overall NHL 
risk raised some interesting observations. We expected that the use of any PPE such as masks, gloves, 
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clothing and/or other equipment may confer a protective effect on the development of NHL from 
glyphosate use by reducing the probability and degree of dermal, respiratory, and oral contact with 
glyphosate. However, in this study PPE was found to have no effect on the association between 
glyphosate use and NHL risk overall. This analysis was limited because PPE usage was not specific to 
glyphosate use or the type or timing of PPE worn. It was also based on pooled data from Canada and 
Nebraska only and there was a large proportion of missing data. This hypothesis warrants further 
investigation in larger studies with more information about PPE used with glyphosate in particular. 

The exact causes of lymphatic and hematopoietic cancers are not yet known. A suppressed immune 
system is the most well established risk factor for NHL. It has been hypothesized that pesticides may 
play a role in modifying immune function (24-26), but there is little evidence to support this hypothesis 
for glyphosate specifically (11, 25). An alternative or additional explanation is that pesticides may 
influence the risk of lymphatic and hematopoietic cancers through pathways involving oxidative stress 
and receptor-mediated mechanisms. The pathway that glyphosate affects in plants is not present in 
mammals, but there is strong evidence from mechanistic studies that glyphosate causes genotoxicity 
and the production of reactive oxygen species (11). 

The limitations of this study were primarily related to statistical power for some analyses and the 
possibility of biases and unmeasured confounding. We endeavoured to use data from all subjects for 
this analysis as reflected by the inclusion of both men and women and alive and deceased subjects. In 
Canada alone, SO NHL cases and 133 controls reported ever using glyphosate; pooling resulted in an 
additional 63 NHL cases and 111 controls who ever used glyphosate in Iowa, Minnesota, Kansas, and 
Nebraska. Nevertheless, there were small numbers for some categories of duration, frequency, and 
lifetime days by NHL sub-type due to the absence of duration data collected in Kansas and frequency 
and lifetime days information from Iowa, Minnesota, and Kansas. Risk estimates based on small 
numbers may be unstable and could represent chance findings. 

To evaluate possible recall bias of self-reported pesticide use, in the study in Kansas, pesticide suppliers 
were asked to provide information on crops and pesticide purchases for a sample of 130 subjects with 
farming experience (13, 27). In the Iowa and Nebraska studies, case recall bias was assessed by 
comparing information on pesticides used that was volunteered versus information that required 
probing by the interviewer (14, 27, 33). In the Iowa and Minnesota study, interviews were conducted 
with both farmers and their wives for a sample of subjects (32). There was a moderate level of 
correspondence between pesticide use information reported by farmers and their pesticide suppliers in 
Kansas (13, 27). In Iowa and Nebraska, the number of insecticides and herbicides voluntarily identified 
was similar and suggested the absence of case-response bias, but probing increased the number of 
positive responses for individual agents (14, 27, 33). In Iowa and Minnesota, surrogate responders were 
generally a poorer source of information compared to farmers as they had reported a smaller number of 
pesticides ever used and a greater proportion of "I don't know" answers (32). No similar analysis of 
recall bias has been conducted in the Canadian case-control study, but the similarity of study designs 
between the U.S. and Canada make it likely that recall bias is not a major concern in the Canadian study 
and NAPP as a whole. 
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Adjusting for several pesticides (2,4-D, dicamba, and malathion) was a useful way to attempt to 
disentangle the effect of glyphosate from other pesticides on NHL risk. These agents have been shown 
to be independently associated with NHL in individual case-control studies (S-7). However, they are 
somewhat correlated with glyphosate exposure in the NAPP and thus their inclusion as confounders 
may have introduced some degree of co/linearity. Unmeasured confounding by other pesticides, 
agricultural exposures, or unknown factors cannot be ruled out. 

While these results are not independent from previous studies, the evaluations by histological sub-type 
and for detailed glyphosate use metrics are a new and important contribution to the epidemiological 
literature. NHL is a constellation of heterogeneous cancers that each has its own causes, risk factors, and 
etiologies. Pesticides, including individual agents such as glyphosate, may exert different effects on 
these sub-types, and the large size of the NAPP made it possible to parse this out. 

The large sample size also resulted in more precise results than possible in previous smaller studies that 
only had sufficient power to assess risks for dichotomous glyphosate exposure. We were able to model 
different glyphosate use categories and identify potential trends in NHL risk by sub-type with increasing 
duration, frequency, and lifetime days of glyphosate use. This made it possible to characterize possible 
dose-response relationships between g/yphosate exposure and lymphoma risk. The effect modification 
analysis by PPE further allowed an examination of factors that might modify glyphosate exposure (and 
risk). Both agricultural and non-agricultural uses of glyphosate were reported by cases and controls in 
this population-based, pooled case-control study, making this evaluation externally valid. 

The results of this analysis may be considered in future scientific and regulatory reviews of glyphosate in 
North America and globally. Stakeholders may also use these results as part of future approaches that 
communicate the health risks of pesticides using information directly ascertained from the North 
American population. This will help to inform efforts aimed at mitigating occupational and 
environmental exposure to pesticides. It will also provide high-quality risk estimates that can be used in 
future estimations of the burden of cancer from pesticide exposure. 
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Gray et al.

the AHS is the prospective cohort study of cancers among farmers in. which the
research design determines exposures prior to the diagnosis of disease. More effort
needs to be devoted to reducing selection bias and information bias. Success of the
cohort study will depend in part on follow-up surveys of the cohort to determine
how exposures and disease states change as the cohort ages. The cross-sectional and
case-control studies planned in the AHS are less promising because they will be
subject to some of the same criticisms, such as potentially biased and imprecise
exposure assessment, that have characterized the existing literature in this field.

Important limitations of the AHS include low and variable rates of subject
response to administered surveys, concerns about the validity of some self-reported
non-cancer health outcomes, limited understanding of the reliability and validity of
self-reporting of chemical use, an insufficient program of biological monitoring to
validate the exposure surrogates employed in the AHS questionnaires, possible
confounding by unmeasured, nonchemical risk factors for disease, and the absence
of detailed plans for data analysis and interpretation that include explicit, a priori
hypotheses. Although the AHS is already well underway, most of these limitations
can be addressed by the investigators if adequate resources are made available. If
these limitations are not addressed, the large amounts of data generated in the AHS
will be difficult to interpret. If the exposure and health data can be validated, the
scientific value of the AHS should be substantial and enduring.
A variety of research recommendations are made to strengthen the AHS. They

include reliability and validity studies offarmer reporting of chemical use, biological
monitoring studies of farmers and members of farm families, and validity studies of
positive and negative self-reports of disease status. Both industry and government
should consider expanded research programs to strengthen the AHS.

Key Words: epidemiology, pesticides, farmworkers, health effects

INTRODUCTION

The Agricultural Health Study (AHS) was launched in 1993 by scientists at the
National Cancer Institute, the National Institute of Environmental Health Sciences,
and the Environmental Protection Agency. The primary impetus for the study is a
concern that exposures to chemicals on the farm, particularly certain fungicides,
insecticides, and herbicides, may be responsible for a variety of adverse health
effects, including cancer, neurological damage, reproductive problems, immuno-
logic defects, nonmalignant respiratory disease, kidney disease, and impairments to
the growth and development of children (Alavanja et al., 1996).

As a result of this concern, just over 90,000 farmers, commercial applicators of
farm chemicals, and their families in two states, Iowa and North Carolina, have been
enrolled in a long-term health study. Most of the data in the study are being
obtained from farmers through self-administered questionnaires and telephone
interviews. Numerous questions were already asked of enrollees regarding their
experiences as a farmer, their patterns of chemical use, their lifestyles, and their
current health status. For some diseases, such as. cancer, some of the future health
information about enrollees will be obtained from state-wide registries.

48 Hum. Ecol. Risk Assess . Vol. 6, No. 1, 2000
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The AHS is not a single study. Although the population of primary interest is the
farmers ("private applicators"), there will also be studies of the health of commercial
applicators and the spouses and children of private applicators. The AHS includes
studies with at least four different designs and makes use of a variety of data sources.

First, the main prospective cohort study is expected to follow the 90,000 enrollees
for many years or until death, to determine whether use of particular chemicals or
other features of the farm environment and personal behavior are associated with
poor health outcomes. This main study will not be completed until sufficient
numbers of the cancers of interest have occurred or, ultimately, until most of the
enrollees have died and the collected data on health outcomes have been fully
analyzed. Interim reports on the cohort can be expected when the frequency of
specific health problems supports a quantitative analysis of the factors associated
with these health outcomes. An important design feature of the main cohort study
is that much of the information op chemical use is obtained from farmers via survey
methods prior to the diagnosis ofdisease. Although some enrollees had chronic diseases
when they entered the study, the AHS investigators should consider analyzing the
data with and without inclusion of these prevalent cases of disease.

Second, cross-sectional studies are being undertaken to determine the preva-
lence of certain noncancer health outcomes among farmers and farm families. The
three initial cross-sectional studies are investigating (1) history of spontaneous
abortion, menstrual function, and fertility in young women; (2) menopausal states,
reproductive history, and selected chronic diseases in older women; and (3) neuro-
logic symptoms and visual impairment in farmer-applicators. A cross-sectional de-
sign entails comparing the prevalence of reported adverse health outcomes with the
reported use of or exposure to specific chemicals. Telephone interviews of subsamples
of the cohort are being used to compare those people who responded to take-home
questionnaires and those who did not as well as to obtain the information to
augment the cross-sectional studies of non-cancer health outcomes (Sandler, 1998).

Third, nested case-control studies are planned for a variety of diseases including
non-Hodgkin's lymphoma, leukemia, and cancers of the prostate, brain, ovary,
breast, lung , colon, and stomach (Agricultural Health Study, 1993). Farmers in the
cohort who develop a particular disease will be compared with controls selected
from the cohort. Unlike the main cohort study, the nested case-control studies may
entail obtaining some information from farmers or next of kin after a disease has
been diagnosed. The investigators will examine whether cases report greater use of
agricultural chemicals than selected controls. Cases and controls may also be invited
to complete more detailed questionnaires aimed at obtaining a better understand-
ing of possible differences in their exposure to a variety of farm and nonfarm.
factors.

Finally, some effort is being undertaken to determine how much farmers and
their families have been exposed to selected chemicals. Biological monitoring,
which typically entails the collection and analysis of urine and/or blood samples for
multiple chemicals, is expensive. Biomonitoring was originally proposed to take
place at 200 farms. Pilot studies found low participation rates (about 23%) and
higher costs than anticipated and thus the program of exposure assessment has
been scaled back. The current experimental design calls for samples to be gathered

Hum. Ecol. Risk Assess . Vol. 6., No. 42000 49
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from people at 125 farms, but unexpected obstacles have surfaced in obtaining
funds for even this reduced program of biological monitoring.

The design and implementation of any research program as large and complex
as the AHS requires many tradeoffs and compromises. Not every analyst would make
the same choices, but on the whole we commend the AHS investigators for making
a variety of sound choices in the face of limited resources and a complex challenge.
As we emphasize below, we are particularly enthusiastic about the prospective
cohort study of cancer outcomes because it responds directly to some of the
methodological weaknesses of prior epidemiologic studies of farmers and pesti-
cides. Other aspects of the AHS, such as the cross-sectional studies of disease
prevalence, have serious problems. In this report we focus on what the strengths and
limitations of the various AHS studies are, how the AHS can be improved, and what
steps can be taken by the government and industry to enhance what is being done
in the S through complementary efforts.

Information about the S used in this review was obtained primarily from
publicly available documents and information presented at the AHS's annual public
Advisory Panel meetings.' We recognize that more detailed plans may have been
made but are not publicly distributed. Although the cohort has already been
defined and enrolled in the study, numerous decisions have yet to be made about
how the data will be analyzed and how future surveys of the cohort will be refined
and improved. Thus, the emphasis in our report is on two issues: those that can be
addressed by the principal investigators of the S through expansions or modifi-
cations of the workplan and those that need to be understood as inherent limita-
tions when the findings of studies are published and disseminated.

The report is organized as follows. Section 1 addresses "Data Sources, Response
Rates and Data Quality". Sections 2 and 3 address "Pesticide Exposure" and "Pesti-
cide Use", respectively. Section 4 examines "Risk Factors Other Than Pesticides". In
Sections 5 and 6 we examine the "Study Design Issues" and "Data Analysis Plans".
Section 7 summarizes our recommendations on how the study can be improved and
what additional studies can be undertaken to advance the field.

DATA SOURCES, RESPONSE RATES, AND DATA QUALITY
The AHS includes four types of data that could play important roles in epidemio-

logic analyses: health outcome data, pesticide use and exposure data, and data on
potential confounders (risk factors) for disease. In this section, possible limitations
in the scope or quality of each type of,data are identified, and we present some
suggestions aimed at enhancing data quality. Since most of the data used in the
study are based on surveys of farmers and members of farm families, we begin with
a discussion of the response rates obtained for the AHS questionnaires (Tarone et
aL, 1997).

Response Rates to Questionnaires

The target population for the AHS is all persons required by the states of Iowa
.and North Carolina to obtain a pesticide applicator license. This includes "private"
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applicators (farmers) and "commercial" applicators. Both states require periodic re-
training to maintain a license for either type of pesticide applicator. The enrollment
questionnaire was given to all attendees at training courses in the two states over a
3-year period. A 3-year cycle for licenses assured that all users had a chance to enroll.
In January, 1997, enrollment through training classes was completed.

Not all applicators at training sessions agreed to participate. Some special recruit-
ment efforts were undertaken to increase participation rates. In Iowa, the response
rate for the enrollment questionnaire was 81.9% for private applicators and 42.2%
for commercial applicators. In North Carolina, 84.8% of private applicators en-
rolled and the study design did not include commercial applicators. Overall, enroll-
ment questionnaire data are available from about 53,000 private applicators and
5,000 commercial applicators (out of about 76,000 possible). Questionnaire data
have also been collected from about 32,000 spouses of farmers (about 73% of those
eligible) .2

After pesticide applicators filled out the enrollment questionnaire at the training
session, they were given three supplemental questionnaires (applicator; spouse;
female and family health) to complete at home and return. The AHS uses the
supplemental questionnaires to enroll spouses and other family members. The
response rates for the supplemental questionnaires are low. Overall, about 44% of
enrolled applicators completed and returned the additional questionnaire (33.5% of
all eligible applicators). The Spouse Questionnaire, or a telephone administered
version, was completed by 73% of eligible spouses. The Female/Family Health
questionnaire was returned by about 39% of female applicators or spouses of
enrolled farmers (64.6% of enrolled spouses).

The questionnaires are the primary source of data for the AHS. The enrollment
questionnaire, which is used to define membership in the cohort, gathers personal
identifiers on the applicator and his or her spouse. It also asks about work on and
off of the farm, frequency of use of 22 pesticide compounds (e.g., ever/never used
and frequency of application) and ever/never used information on 28 more, one
question about application methods and another about protective equipment,
whether a doctor has ever diagnosed any of 16 diseases, and several questions on
some lifestyle activities (including smoking) and the specific crops or livestock
raised on the farm. These data are available for all applicators in the cohort except
when there are missing responses.

The supplemental questionnaires are intended to gather more detailed informa-
tion from the applicator and his or her spouse about pesticide use, family history of
cancer, personal history of infectious and chronic diseases, over-the-counter medi-
cine use, and diet. The Spouse Questionnaire, for the wife or husband of the
applicator, asks for information about pesticide use and farm activities, along with
information about factors such as laundering and vacuuming and. information
about the home that might influence pesticide exposure. Information about dietary
and cooking practices is also collected. A self-reported medical history elicited from
each subject includes about 55 diseases or disease symptoms. The Female and
Family Health questionnaire is intended for female applicators or female spouses of
pesticide applicators. This questionnaire collects information about the woman's
reproductive cycle, pregnancies, and children. Identifiers, birthwe.ight, nursing
history, and whether the child ever worked on a farm are recorded for each child.
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The low and variable response rates to the supplemental questionnaires seriously
affect the quality of the AHS. Steps have been taken to increase response rates but
the rate of non-response remains substantial. We encourage more efforts to increase
the response rate, to reduce the potential for selection bias and increase statistical
power. An evaluation of the potential for selection bias to influence risk estimates
should be undertaken.

In the prospective cohort study, low response rates to questionnaires designed to
obtain information on subject identifiers , exposures , and baseline disease status will
clearly diminish statistical power and may create bias. The success of the cohort
study also depends upon acceptable response rates to future follow-up surveys of the
cohort. Periodic follow-up surveys are necessary to determine how exposures and
disease states change as the cohort ages, thereby maintaining the prospective
character of the study . If low response rates occur with the follow-up questionnaires,
the potential for bias will increase , partly from misclassification of subjects (and
personyears) with regard to chemical exposure and partly from residual confound-
ing stemming from inaccurate measurement of risk factors other than pesticides.
According to the AHS protocol (Agricultural Health Study, 1993), follow-up ques-
tionnaires will be administered every 5 years. Since no follow-up has yet been
administered, response rates are unknown.

Selection bias should be reduced in the prospective cohort study if persons who
already have the disease ( s) of interest are identified and excluded from the cohort
at the beginning. Identification of diseases diagnosed at the time of enrollment into
the cohort may be done well for conditions, such as some cancers, that have an easily
defined point of diagnosis but is more difficult for certain neurological conditions
and for renal , respiratory , and cardiovascular diseases . For instance , bias will occur
if persons who are at risk of cancer and are exposed are more likely to participate
by returning questionnaires. There are plans for cohort studies of kidney, neuro-
logic, respiratory and cardiovascular disease that might be biased by the erroneous
inclusion of subjects with disease onset before enrollment, if the probability of study
participation depends on exposure status. Furthermore, if response rates are low for
questionnaires designed to obtain information on medical conditions occurring
during the follow-up period, the likelihood of bias is high.

In-cross-sectional and case-control studies, low response rates have most of the
same potentially detrimental effects on precision and accuracy as mentioned above.
In addition, poor response raises the likelihood that selection bias will occur
because it is likely that participation will depend both on exposure status and on
"disease" status in a manner that could bias estimates of prevalence ratios or odds
ratios ( e.g., through underrepresentation of exposed persons without disease).

Health Outcomes

Accurate ascertainment of the presence or absence of disease among farmers and
members of farm families is.critical to the success of the AHS. Some of the diseases
of interest in the study are relatively 'rare and only a small number of cases of these
diseases can be expected. Thus, it is appropriate to consider the quality of the.
health-outcome data being collected in the AHS, looking at the potential for both
false-positive and false-negative errors.

52. Hum. Ecol_ Risk Assess. Vol. 6, No. 1, 2000

Confidential - Produced Subject to Protective Order MONGLY05530899

Case 3:16-md-02741-VC   Document 1217-7   Filed 03/14/18   Page 6 of 24

pesfandiary
Highlight


pesfandiary
Highlight


pesfandiary
Highlight


pesfandiary
Highlight




Federal Government's Agricultural Health Study

Cancer

The statewide cancer registries in Iowa and North Carolina will be used by the
AHS investigators to determine which subjects develop various types of cancer. The
Iowa registry is well established and is believed to provide accurate and reasonably
complete data on incidence of cancer in the state. The North Carolina registry is
newer but should provide data of sufficient accuracy.

Use of the cancer registries will be hampered if personal identifiers such as name,
birth date, Social Security number, and gender are not available from both the
cancer registries and the AHS cohort. Such identifiers are critical to linking subjects
in the AHS cohort to registry records. In February 1997 it was reported that in Iowa
the four identifiers mentioned above were available for 94.0% of commercial
applicators, 86.3% of private applicators, and 53.4% of enrolled spouses of married
private applicators. In North Carolina the four identifiers were available for 86.6%
of private applicators and 76.5% of spouses. Linkage with registries may be accept-
able with current identifiers but AHS investigators are making efforts to increase the
completeness and quality of data needed for record linkage. There are other ways
to determine whether enrollees have developed cancer, but they are generally more
expensive.

Non-Cancer Health Outcomes

Mortality from kidney, neurologic, respiratory, cardiovascular, and other diseases
can also be assessed through objective measures that do not entail self-reporting by
subjects in the cohort. For example, mortality from specific causes can be monitored
through periodic follow-up through the National Death Index and state and local
vital statistics records. Yet even for data from objective sources, potential validity
problems need to be identified and addressed.

In order to accelerate the opportunity to cover a wide range of non-cancer
outcomes, the AHS relies on self-reporting of health states by farmers and members
of farm families on both the enrollment and supplemental questionnaires. The self-
reporting occurs either through return of written questionnaires or responses to
telephone interviews. Telephone surveys of special subgroups of the cohort are
being employed to reduce the potential for selection bias in the cross-sectional
studies, but it is possible for a modest amount of selection bias to have a substantial
effect on results. Diseases of particular interest to the AHS investigators include
kidney disease, neurotoxicity and neurological disease, reproductive and develop-
mental impairments, and immunologic effects. Several questions ask about possible
acute toxicity episodes associated with pesticide use.

Section IV of the main enrollment questionnaire has two questions regarding
health. Question #28 inquires whether "a doctor has ever told you that you had any
of the following conditions": A list of 16 conditions is supplied (asthma, tuberculo-
sis, other chronic lung disease, pneumonia, melanoma of skin, other skin cancer,
leukemia, Hodgkin's disease, non-Hodgkin's lymphoma, other cancer, heart dis-
ease, diabetes, Parkinson's disease, kidney disease, nervous disorder, and depres-
sion), each to be answered yes or no. For the cancer outcomes, it will ultimately be
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feasible to compare the self-reports of subjects to the data obtained through the
statewide cancer registries. A strategy for addressing discordant data is needed.

Question #29 inquires whether "your parents, brothers, sisters, or children re-
lated to you by blood ever had any of the following?" A list of 14 conditions is
supplied, again with yes or no responses. If the subject has multiple blood relatives,
the implicit understanding is that the question refers to any of them.

In addition to these questions about diseases, questions #14 and #15 provide
additional information about acute health effects that may be related to pesticides.
These questions do not ask about a medical diagnosis, and no effort is being made
to validate the answers.

Question #14 asks "How often, if ever, have you had the following symptoms that
you think may be related to your using pesticides?" There are seven listed symptoms:
"been excessively tired", "had headaches/dizziness ", "had nausea or vomiting", "had
skin irritation", "had eye irritation", "had chest discomfort", and "felt nervous or
depressed". For each symptom, the respondent is asked to respond on a scale of
never/rarely, sometimes, frequently, almost always. This set of questions seems to
combine elements of symptom frequency and causal attribution. It is not clear how
the respondent is expected to judge whether such symptoms were "related to your
using pesticides" unless the effects were immediate and unambiguous. It may be
preferable to ask separate questions about the frequency of these symptoms and the
respondent's view about whether they are associated with pesticide use, although
questions about validity might remain. It is also not clear what would be meant by
"frequently/almost always", since no frequency context is suggested to the respon-
dent. The response may represent symptom frequency in absolute terms or as a
percentage of the total number of pesticide applications. Given the ambiguous
nature of this question, the meaning of the information that is elicited will be
uncertain.

Question #15 asks subjects: "As a result of USING PESTICIDES (emphasis in
original), how often have you: a. seen a doctor, b. been hospitalized." The possible
responses are never, once, twice, or three or more times. Again, this question
presumes that the respondent knows something about the causative role of pesti-
cides in particular situations, perhaps because he or she experiences unusual
symptoms in short order after the chemical is applied. Some visits may be after
exposure but before symptoms appear. In ambiguous situations involving common
symptoms and longer time lags, the respondent may not realize that the chemical
exposure was responsible for the symptom or may attribute to the chemical a
symptom that was not caused by the exposure. If the question is intended to provide
a surrogate measure of exposure to chemicals, it needs to be used with caution if it
is used at all.

Although there is limited information on noncancer health outcomes in the
main enrollment questionnaire, the supplemental questionnaire includes a fairly
detailed self-reported "medical history" from each subject. The low overall rate of
response to the- supplemental questionnaire , despite efforts to increase response,
will prevent full understanding of the cohort's exposure and health states.

Questions #87 through #102 in the supplemental questionnaire ask about numer-
ous aspects of the applicator's health status. For example, Question #87 asks about
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each of 41 listed diagnoses (i.e., whether a doctor has ever told the subject that he
or she has that condition). Question #90 asks how frequently, during the last 12
months, the subject has experienced each in a list of 23 symptoms ranging from
dizziness and headaches to feeling tense or depressed . Questions #96 through #102
focus on the respondent ' s vision and use of eyeglasses . Responses to these questions
need to be validated.

It may be that any biases will cancel out because potential cases and non-cases
interpret questions in roughly the same manner, as may be expected in a prospec-
tive cohort study, but it will be very difficult to know for sure the overall or net
impact of any resulting biases.

Applicators who are women , and the spouses of male applicators , are also asked
to complete a "Female and Family Health Questionnaire " that includes numerous
questions on the subject ' s reproductive and pregnancy history, and about the health
status of children . The AHS is also using a specialized "Women ' s Health Question-
naire " and a separate "Young Women ' s Health Questionnaire " to obtain specific
pesticide use information and more detailed health information on subgroups of
women who have enrolled in AHS. The former questionnaire has a special section
on menopause while the latter questionnaire emphasizes menstrual functioning
and. pregnancy history.

Epidemiologists do not expect perfect concordance between self-reports and
medical records . Although subjects may supply inaccurate data, medical records are
themselves not free from error. The accuracy of self-reports presumably vary by type
of health endpoint, questionnaire design , period of recall , and population studied.
For many reproductive endpoints , the results of reliability and validity studies are
reassuring , while for others there is concern (Bean et at, 1979 ; Wilcox and Homey,
1984; Olson et at , 1997). For some endpoints, such as menstrual function, there is
no practicable gold-standard to compare with self-reports . It is important for the
investigators to address how they will incorporate uncertainty about self-reports into
their analyses and interpretation of results.
The AHS is collecting a large amount of self-reported health information on non-

cancer health outcomes . Most of the specific questions on non-cancer health out-
comes used in the questionnaires have not been assessed for validity or reliability
and there appear to be no plans to initiate such studies by the AHS team. Appar-
ently, follow-up questionnaires will not repeat questions about past health out-
comes, preventing assessment of reliability. Some of these questions have already
been used in previous studies and may have been subjected to some reliability and
validity checks but study context can influence responses. More such studies would
help users understand the quality of the non-cancer outcome information that will
be analyzed in the AHS. It is crucial that reports of both the presence and absence
of specific outcomes be validated in order to ascertain false-positive and false-
negative errors.

Bias can occur when subjects know the . purpose of a study and when they also
know their exposure status and disease status . For example, "exposed " subjects (e.g.,
heavy users of chemicals) with disease may be more willing to participate in the AHS
cross-sectional studies than nonexposed subjects who also have the same disease.
The prospective cohort design provides an important protection against such bias,
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as long as a subject's exposure truly precedes the onset or diagnosis of the disease
being investigated. The prospective cohort study also provides a good opportunity
to obtain valid information on exposure and disease status. This strength may be
enhanced through various analyses designed to detect and diminish information
bias and other problems with the AHS data. It would probably be necessary to gather
additional data to support such methodological substudies. It is preferable to
minimize the potential for bias by obtaining valid information from all subjects.

PESTICIDE EXPOSURE
Although the primary goal of the AHS is to assess the relationship between

human exposure to pesticides and a variety of adverse health outcomes, direct
measurement of human exposure to pesticides will be limited by cost consider-
ations. Most of the analyses will be based on surrogates for exposure.

As of early 1998 , the U.S. USEPA team planned to select a sample of 125 farms
and evaluate total exposure for several chemicals through measurement of environ-
mental media, personal exposure ( e.g., through patches on clothing ), and samples
of urine and blood , taken soon after application. These samples will then be
analyzed for a limited number of chemicals of greatest interest . Unexpected fund-
ing problems may prevent implementation of USEPA's plan.

Since no direct measures of pesticide exposure will be available on most of the
90,000 members of the AHS cohort, the investigators will rely primarily or exclu-
sively on surrogates for pesticide exposure derived from the questionnaires admin-
istered to farmers and members of farm families. For example , previous studies have
considered as surrogate factors such measures as frequency of application per year,
number of years of application, and application practices that may be related to
exposure ( e.g., method of application and type of protective equipment used)
(Hoar et aL , 1986 ; Zahm et al., 1990 ). It is not known how well any of these surrogates
indicate biologically significant exposures or whether any is appropriate . A case can
be made that exposure surrogates should be validated before initiating a major
epidemiologic study, or at least before exposure-response analyses are undertaken.
A key goal of the USEPA portion of the AHS is calibration of reported work

practices with actual farmer exposures , using the information obtained from the
measurements gathered on the sample of farms. Ideally , this information would
allow at least a ranking of exposure potential by method of application and protec-
tive equipment used . For example , some pesticides are formulated as liquids, and
gloves may provide a great deal of protection . Others are formulated as dusts or
sprays and thus gloves may make little difference , while a respirator or mask may
greatly reduce exposure . Still others are large granules and neither type of protec-
tive equipment may have much influence on exposure.

Because of its limited size, the USEPA study is unlikely to provide a rigorous
validation of the numerous exposure surrogates derived from the AHS question-
naire data. A larger sample of farms, pesticides , and work practices would be useful
in validating the surrogates against the background of other significant determi-
nants of exposure such as the subject ' s age and role in pesticide use. There are also
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questions about the representativeness of sampled farms. The USEPA has had
difficulty obtaining the participation of farmers. In a pilot study in North Carolina,
fewer than 10% of farmers asked agreed to participate (U.S. Environmental Protec-
tion Agency, 1997). It seems unlikely that the farmers who agree to participate will
be representative of all of the farmers in the AHS. The timing of the USEPA
exposure study is also a source of concern. USEPA's exposure study is just getting
underway but the AHS enrollment questionnaires have already been administered
to the 90,000 enrollees. If the USEPA study raises questions about the validity of the
exposure surrogates contained in the enrollment questionnaire, the data that have
already been collected from farmers on work practices will be of diminished utility.
If done in a timely fashion, it may be feasible to revise future follow-up question-
naires in a way that will benefit from the insights generated from the USEPA's
exposure study.

Previous studies have relied on the assumption that total lifetime exposure to one
or more pesticides is determined by annual frequency of application and number
of years of application. Although this assumption may seem logical, there is no plan
to validate it. It is possible that those farmers who apply pesticides frequently and
have done so for many years do so with particular experience and care, which might
suggest that their absorbed dose per application is less than the exposure of farmers
who apply chemicals less frequently or have fewer years of experience in farming.
Of course, bias may also run in the opposite direction if some applicators become
careless or even contemptuous of risks as the substances and application practices
become familiar. A particular task, such as mixing, may lead to much greater
exposure than frequent application. If rare but serious mishaps or spills have a
powerful influence on total lifetime exposure, number of applications may be a
poor surrogate for total exposure, since the probability of mishap/spill may be
smaller among high-frequency applicators. The USEPA study may not be large
enough to detect these rare yet serious incidents. Thus, it is not obvious that total
exposure to pesticides in a farmer's lifetime, on average, will be a straightforward
multiple of the number of applications in a farmer's lifetime.

The use of inappropriate or imperfect exposure surrogates may compromise the
validity of the study by producing erroneous measures of association. Errors due to
misclassification can produce bias toward the null (attenuation of the magnitude of
a true positive or inverse association) or bias away from the null (exaggeration of the
strength of a true weak or true null association). In large prospective follow-up
studies of relatively common exposures and diseases, exposure misclassification
tends to be nondifferential with regard to disease status. Nondifferential exposure
misclassification will produce bias toward the null if exposure is classified dichbto-
mously (e.g., exposed vs. unexposed, high vs. low exposure). If more than two
categories of exposure are evaluated, however, nondifferential misclassification has
an unpredictable impact and can produce bias away from the null (Correa-Villasenor,
A., Stewart, W. F., Franco-Marina, F., and Seacat H. (1995); Thomas, 1995). In small
studies or studies in which exposure is rare or disease rates are low, the impact of
misclassification, again, is unpredictable. There is no guarantee that exposure
misclassification will be nondifferential even if objective exposure assessment pro-
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cedures are used. Misclassification will reduce the power of the study to detect any
genuine cause-effect relationships and will also reduce the validity of findings.
Reductions in power are a serious issue because they will undermine the ability of
government and industry to regulate harmful exposures and to reassure farmers
with "negative" results.

Biomonitoring studies of farmers who mix and apply pesticides with different
frequencies might help resolve this matter, but such studies would need to be large
in size and would be logistically complex. Such studies may induce behavioral
changes (e.g., extra safety precautions) on the part of some farmers that are not
typical of their normal behavior.

Although it will be difficult to validate whether number of applications is a strong
predictor of total exposure, it may be more feasible to study the impact of work
practices and method of application on the amount of actual pesticide exposure. A
farmer's personal habits can have an enormous influence on pesticide dose, as
measured by urinary excretion, even when the same protective equipment is used
(Lavy, Walstad, Flynn, and Mattice, 1982; Forbess et al., 1982; Leng, Ramsey, Braun,
and Lavy, 1982). It will be difficult to characterize this source of variability in the
small sample of farmers being evaluated by the USEPA. Broader studies of the type
planned by the USEPA, with a focus on the AHS pesticides and work practice and
protective equipment questions, would be very useful. Some information on the role
ofwork practices and protective equipment is already available in USEPA's Pesticide
Use Handlers Database and our understanding is that the AHS investigators have
begun to exploit this source of data. We encourage more efforts in this direction.
The Department of Defense has conducted large programs of research on the
efficiency, safety, and comfort of protective gear, and some of the results (e.g., points
of leakage or tolerance by the protected person) may be directly applicable to
pesticide applicators.

There are also practical and technical concerns associated with any urine
biomonitoring program. The USEPA investigators are aware of many potential
pitfalls but still may have difficulty dealing with them. One of the biggest problems
is time . If a pesticide is rapidly excreted, measurements must be made quickly after
a single application to be useful for exposure assessment . If, however, the material
is cleared slowly from the body, the amount of the chemical measured in urine will
be highly dependent on the frequency of applications and the time interval between
applications. There are significant differences in pharmacokinetics across com-
pounds that will influence the relationship between frequency/pattern of use and
exposure. Thus, a serious biomonitoring program must have a protocol that tailors
the measurement regime to the behavior of the compounds under study. Yet the
USEPA plans to sample only a fraction (perhaps as few as 10) of the 50+ chemicals
being assessed in the AHS, and funding obstacles are jeopardizing even this modest
level of effort.

Another key assumption of the AHS is that exposure of farm family members to
pesticides is associated with the farmer ' s patterns and frequencies of use . Little is
known about the nature of this relationship or how it varies for different compounds
and farm types (Lowenherz et aL, 1997). The existing studies are small in size and
are quite limited in the number and type of pesticides evaluated . Assuming partici-
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pation obstacles can be overcome, biomonitoring could be used productively to
better understand the presence and magnitude of indirect exposures to farm
families that are assumed in the Spouse Questionnaire and the Female and Family
Health Questionnaire. USEPA has limited plans in this area that will need to be
expanded considerably if they are to be useful in the AHS.

The NCI also plans a biomarker component, collecting buccal DNA samples
from a subsample of the AHS cohort, to store for later analysis of genetic polymor-
phisms potentially related to susceptibility to pesticide-induced disease. Although
this effort is of considerable scientific interest, it is not likely to assist in validation
of the exposure surrogates to be used in epidemiologic analyses.

In general, a major limitation of the current design of the AHS study is that so
few direct measurements of human exposure to chemicals will be available. The
information that USEPA plans to collect may be useful in its own right but, for the
reasons stated above, is not likely to be as useful as it could be for use in the
epidemiologic analyses to be performed in the AHS. Pesticide exposure studies that
are linked to epidemiologic investigations are urgently needed if a major advance
is to be made in our understanding of the relationship between pesticides and
human disease. The significant cost associated with such an effort is noted, but the
scientific value of this major epidemiologic study is questionable without a valid
exposure assessment.

PESTICIDE USE

In the AHS, the questionnaires filled out by subjects elicit information on various
aspects of pesticide use rather than on exposure directly. This approach is sensible
because the respondent is in a better position to report accurate information on
whether and how a chemical is used than information on the amount of exposure
to chemicals. However, there are still serious questions about the quality of the
pesticide use data that are being collected in the AHS. Since these data are likely to
be critical to the interpretation of the epidemiologic analyses, the associated quality
concerns need to be considered carefully.

In the AHS enrollment questionnaire, the primary questions (Qo, #11AD) ask:
"During your lifetime have you ever personally mixed or applied this pesticide?; how
many years did you mix or apply this pesticide?; in an average year when you
personally used this pesticide, how many days did you use it?; and when did you first
personally use this pesticide?" (Paraphrased). These questions are posed for 22
named pesticides. For an additional 28 compounds, there is a simple question about
whether that pesticide had ever been used.

In order to answer these questions, respondents must remember with some
accuracy when they first used *products and their frequency of use of each pesticide
product, and they must be able to compute averages in their head involving multiple
years of use. For older subjects who have many years of farm experience , accurate
responses will be difficult to supply. Moreover, some pesticides are sold and applied
as mixtures and thus the exact ingredients may not be known to farmers. It can
reasonably be expected that there will be inaccuracies in these data.
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In the AHS enrollment questionnaire, there are two important questions about
work practices. Question 16 asks: "how do you personally apply pesticides?" The
offered answers include 20 options that are not differentiated by livestock or crop
farming, by specific crop, or by pesticide used. Question 17 asks "what type of
protective equipment do you generally wear when you personally handle pesti-
cides?" The offered answers include 8 options, again making no distinction between
farm types or pesticides used. Since most farmers will have had different practices
for different crops or pesticide products, it is not clear how they will answer these
questions in a meaningful way since multiple answers do not appear to be allowed.

There are, of course, real concerns about the ability of farmers to recall use of
specific pesticides, let alone their frequency of use, when confronted with a long list
of compounds. Many farmers know pesticides by trade names, not technical names.
The AHS questionnaires list some trade names for all chemicals but the list is not
exhaustive. In addition, farmers now often use formulations that contain several
pesticides. A respondent who knows only one of the compounds or trade names
could underreport the use of other pesticides in the mixture. Errors of recall may
occur differentially between controls and diseased persons.

Due to a change in enrollment procedures, the AHS investigators do have
duplicate enrollment questionnaires from 1223 applicators from Iowa (Alavanja,
1998). Reliability was reported as both the percent agreement (the fraction of
applicators giving the identical answer to a question on both questionnaires) and
kappa statistic, often used as a measure of reliability. For example, smoking had an
agreement of about 90% and a kappa of 0.88. Reports of ever/never use of specific
pesticides had agreement around 80% with kappas around 0.60. The agreement of
frequency of use questions was not reported. Some questions, especially those about
vegetable and fruit consumption, had quite low agreements (30 to 40%) and kappas
(about 0.50). Of course, this analysis does not address the validity of the responses.
It may be useful to include some more important use questions on future follow-up
surveys to gauge reliability in the whole cohort.
A weakness of the AHS is that adequate information is not being collected on

excipients such as solvents, stabilizers, diluting agents, preservatives and other
chemical substances that are used with pesticide products. Confusion may occur
about whether reported health effects are attributable to active ingredients or
excipients. For regulators and firms interested in the design of pesticide products,
it is crucial to know what precisely is causing a reported health effect.

There is no reason to believe that large numbers of subjects were deliberately
dishonest in the enrollment questionnaire about their patterns of pesticide use.
However, the questions about use of protective. equipment. may have induced some
"socially desirable" but inaccurate answers, especially when questionnaires were
administered at training sessions. It is also quite possible that pesticide products
near the bottom of the lists of 22 and 28 were checked less frequently by respondents
who became weary filling out this rather arduous aspect of the questionnaire. This
problem could be smoothed out in the future follow-up surveys by rotating the order
of the products.
A study of the magnitude of the AHS requires good understanding of the validity

and reliability of each major data set. The AHS'will obtain pesticide use data from
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responses to a written questionnaire of farmers. Data will be collected both at the
beginning of the study and with follow-up questionnaires of unspecified frequency,
for either the whole cohort or a select subsample, in later years. On the subject of
validity, purchase records have been used in the past to ascertain whether written
answers to a "yes/no" question on use of specific products are accurate. One study
reported a 60% agreement rate between purchase records and reported use of
specific products (yes/no) (Blair and Zahm, 1993). Agreement between farmer's
recall of years of use and the records of their suppliers ranged from 38% to 68%
depending on type of pesticide and crop. Measures of frequency of use in a year
have never been subjected to a validation study.
When social scientists find it difficult to validate questionnaire data, it is typical

to at least conduct reliability studies, such as repeated administrations of the same
(or similar) questionnaire(s) to respondents, to determine whether answers to the
same question are stable. Few reliability studies of self-reported pesticide use,
particularly the quantitative responses , have been published in the literature (Johnson
et aL , 1993). In addition, since reliability is influenced by the particular wording of
questions and response choices, there probably would be limited generalizability
from reliability studies of other questionnaires.

The questions of reliability and validity regarding the reported data could be
addressed in several ways. In addition to the small study already mentioned, a
comparison of the responses of farmers to selected questions that have been in-
cluded on both the enrollment and supplemental questionnaires will provide some
ideas about reliability. Studies comparing self-reported use to purchase records for
a subsample of the AHS farmers could provide an idea of the validity of self-reported
use estimates. Even if recent purchase data can be obtained, it is likely that purchase
records for earlier years will be less complete. Thus, it will be more difficult to verify
the accuracy of self-reports of pesticide use in the past. Another opportunity to
check self-reports might come from the Extension Service recommendations for
each crop in Iowa and North Carolina. Consistency between self-reports and the
recommendations of the Extension Service is one possible measure of accuracy.
However, if such recommendations are widely known, farmers may be reluctant to
report actual use patterns that deviate significantly from these recommendations.

The chemicals, formulations, and application methods used on farms have changed
significantly over time. Herbicides once applied at rates of pounds of active ingre-
dient per acre are now applied in ounces per acre. Formulations have been devel-
oped to reduce exposure by making the pesticide in large granules or as packets that
are dropped into an application tank, with no need for mixing or loading. These
changes in patterns of pesticide use mean that data gathered about farming practice
today are not a valid reflection of what was done in the past. The amount of
exposure per application is probably smaller today than it was years ago, further
complicating any calculation of cumulative exposure. _.

These details are important because if pesticides cause chronic diseases. such as.
cancer and neurological disease, the biologically meaningful measure of exposure
may be a cumulative dose figure that. accounts for farming practices years or even
decades ago. For chronic diseases diagnosed over the next 5 years or so, the
exposure of interest probably occurred many years ago: Yet information about
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changes in farming practices over time is not being gathered in the AHS. In
addition, the extent of pesticide use information to be collected in follow-up surveys
of the cohort is not clear. If most of the pesticide use assessment in the AHS proves
to be retrospective, the AHS will have little advantage over previous studies.

RISK FACTORS OTTMR THAN PESTICIDES

Numerous factors other than pesticide use are known or suspected to contribute
to the development of various diseases and health impairments under study in AHS.
These factors are important because they may confound (exaggerate or attenuate)
the effects of pesticides, they may interact with the effects of pesticides, or they may
prove to be of much greater quantitative importance than pesticides even if they are
not confounders or interacting variables.

Confoirnding Variables

In epidemiologic analysis , a confounding variable is a risk factor for the disease
of interest that is associated with the exposure of interest (in this case , pesticides).
For example, in an analysis to determine whether frequent application of a particu-
lar pesticide is a risk factor for a particular type of skin cancer, exposure to sunlight
is a potentially confounding (or interacting) variable . The ultraviolet radiation from
exposure to sunlight is known to be a cause of skin cancer and farmers who engage
in frequent application of pesticides may have more exposure to the sun than other
farmers. If exposure torsunlight is a confounding variable and is omitted from the
epidemiologic analysis, the estimated risks associated with pesticide exposure will be
biased. This bias can be reduced or eliminated by collecting information on the
confounder and including such information in a multivariate analysis of the disease
in question.

Concern about possible confounding may arise if certain patterns of pesticide
misuse (e.g., failure to use protective equipment) are used a& a surrogate for
pesticide exposure without consideration of the farmer's lifestyle. Farmers who do
not use protective equipment ( or engage in risky application practices) may be

more likely to engage in a wide range of risky behaviors at work and at home than

farmers who use protective equipment (or engage in low-risk application practices).
Some of those risky personal actions may be linked to the health outcomes under

study.
The AHS collects data on numerous variables that might confound the relation-

ship between pesticide use/exposure and disease outcomes. Yet we know of no

effort to identify such confounding variables and include them in the, AHS study

plans. Information about some risk factors other than pesticides is being collected

in the AHS study ( e.g., aspects of the diets of farmers) but it is not clear whether such

variables are correlated with pesticide exposure and are likely to cause the same

types of tumors that chemicals may cause . In addition, since these data are collected

in the supplemental questionnaires, they are not available -for the entire cohort.

Interacting Variables

The effects of pesticide exposure on human health may be magnified or attenu-
ated by other behavioral and/or environmental factors. For example, it has been
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shown that the risk of lung cancer due to radon exposure among uranium miners
is much larger among smokers than nonsmokers (Hornung, Deddens, and Roscoe,
1995). We do not know of any interaction effects to be expected in the AHS data,
but if others know or suspect of such interactions, they should be postulated
explicitly prior to data analysis and then tested rigorously in the statistical analyses.

Other Important Risk Factors

Although pesticide exposures are certainly worthy of study, these exposures are
not necessarily the most biologically plausible determinants of disease in farmers or
farm families and they may not prove to be as quantitatively important as a variety
of risk factors such as smoking, diet, and obesity. Even accepting that chemicals are
a major priority for study, more effort might be devoted to understanding fanner
exposures to such agents as veterinary pharmaceuticals, engine oils, consumer
products, animal viruses, and the crops themselves.

If modified appropriately, the AHS could be used to generate comparative
information that might help farm families develop a sense of perspective about the
relative risks associated with different risk factors in farm life. In order to serve this
function, future surveys of the cohort planned by the AHS investigators need to
devote more attention to risk factors other than pesticides and compare their
relative significance to those of pesticides based on rigorous epidemiologic analysis.
Nevertheless, a significant focus on pesticides is worthwhile.

STUDY DESIGN ISSUES

From a methodological perspective, the AHS employs several different study
designs in various phases of the epidemiologic inquiry. They include a prospective
cohort design, a nested case-control design, and a cross-sectional design. These
different study designs have inherent strengths and weaknesses that need to be
understood when the findings of the study are interpreted and compared to the
findings of other investigators.

Prospective Cohort Study

A typical prospective cohort study follows subjects from the time of enrollment
in a study until a particular disease is diagnosed or some other event occurs and/
or death. The subjects' frequency and/or degree of exposure to the chemical or
physical agents of interest are typically documented at the time of enrollment and
throughout the follow-up-period. An advantage of this study design is that exposure
determinations are made by the investigators before anyone (including the investi-
gators and the subjects) knows which subjects will develop a particular disease or die
prematurely. A disadvantage of the prospective design is that accurate measurement
of exposure to pesticides and other disease determinants requires that the cohort
be questioned or monitored at intervals during the study. period, not just at the
beginning. For cancers diagnosed during the first 5 years of study, the exposure
assessment in the cohort study is based on recollections of pesticide use patterns
from.years or even decades ago:
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Determining exposure status prior to knowledge of health outcome is particu-
larly critical in the epidemiology of pesticides. Previous findings in the literature,
which were based primarily on the case-control design, have been criticized on the
grounds that those farmers who developed disease (or their next of kin) may have
been motivated (for a variety of reasons) toward more complete and accurate
reporting of pesticide use and/or exposure than those farmers who did not develop
the diseases of interest (Ibrahim etal., 1991). If such differential misclassification of
exposure occurs, it will tend to create a spurious positive association between
exposure and disease. The prospective cohort design selected by the AHS investiga-
tors reduces, but does not eliminate, the chances that bias from differential expo-
sure misclassification will occur because use and exposure are determined prior to
knowledge of health outcome. It is critical that follow-up surveys of the cohort be
administered on a regular basis to document how exposure and disease states
change as subjects age.

The major disadvantage of the prospective cohort design is that, for some chronic
illnesses, it takes a long time for sufficient numbers of subjects to fall ill or for the
data to be useful for analysis. It is also an inefficient approach to studying relatively
rare tumors such as soft-tissue sarcoma and leukemia. Overall, though, we are very
enthusiastic about the decision of the AHS team to invest in the prospective cohort
design and encourage the investigators to make every feasible effort to achieve
acceptable response rates in the follow-up surveys of the cohort and address poten-
tial biases in the study.

Nested Case-Control Study

A typical case-control study will enroll "cases" who are known to have the disease
in question and compare them to a random subset of "controls" who do not have
the disease in question. If cases and controls are both selected from subjects
enrolled in a particular cohort study, the study is referred to as a "nested" case-
control study. The strength of this design is that the cases are included in the cohort
studied. If exposures to a particular agent cause the disease in question, then the life
histories of the cases should exhibit different (and presumably greater) exposures
than the life histories of controls. Exposures to the agents of interest are typically
assessed retrospectively for cases and controls (i.e.. after the death has occurred or
the disease determination has been made), sometimes via interviews with next of kin
or through reconstruction ofjob histories and practices. Like the prospective study,
the nested case-control aspect of the AHS would be constrained by the time to
development of disease and the numbers of persons in the cohort. We do not discuss
this design in detail here, because it is currently being given low priority in the AHS
and its strengths and weaknesses have been addressed elsewhere (e.g., Monson
1990).

The Cross-Sectional Design

A typical cross-sectional study collects information on exposure and disease
simultaneously from a sample of subjects. The association between reported expo-
sure and disease is then investigated within the sample. If exposure causes disease,
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it is anticipated that subjects that report more exposure will be more likely to report
the health outcome of interest. A major weakness in the cross-sectional approach is
the potential for bias. When exposure and disease data are gathered at the same
time, it may also be unknown whether the temporality is correct, that is, that the
exposure to the presumed cause actually preceded the disease, especially with
diseases with no easily identified time of onset. There may be bias if persons change
exposure status because of disease (e.g., people with disease may stop working with
pesticides). Although this research design has some utility for generating hypoth-
eses, it is not considered useful in defining most cause-effect relationships. There
are also concerns about the quality of the data gathered for the AHS cross-sectional
studies. Without medical verification of self-reported disease, any associations found
in the cross-sectional studies will be a weak basis for planning future studies.

DATA ANALYSIS PLANS

While the AHS study team presumably has some well-defined primary hypoth-
eses, they are not specified in the Environmental Health Perspectives article (Alavanja
et al., 1996) or in the more detailed study plans that have been made available to
the public. By well-defined primary hypotheses, we refer to a priori hypotheses
regarding specific chemicals, specific tumor types or health outcomes, and specific
surrogate measures of exposure. Specific hypotheses and detailed plans for analysis
help focus the gathering of data on both exposure and disease outcomes. They may
also help investigators to avoid overinterpretation of the random oddities that occur
in any large and complex data set.

Given the many possible comparisons of pesticides, methods of use, work prac-
tices, and health outcomes, a formal statement of why a particular pesticide/
outcome combination should be analyzed seems desirable. Without any
precommitment to specific hypotheses, the proper interpretation of any associa-
tions that are found will be less clear. Although it is appropriate for the AHS team
to explore many possibilities when the data are analyzed, it should be clear to
readers and decision makers which results confirm prior evidence or concerns and
which are found only in the AHS data.

The large amount of questionnaire data developed by the AHS provides rich
scientific opportunities but also particular challenges for analysis and interpreta-
tion. For example, information is gathered from respondents on numerous health
outcomes (approximately 25 outcomes in the private applicator enrollment ques-
tionnaire, 70 outcomes in the farmer applicator and spouse questionnaires, and 35
outcomes in the female and family health questionnaire - a total of 130). For
cancer, there will be numerous tumor types available for analysis from registry data.
In addition to numerous health outcomes, information is gathered on numerous
pesticide products (approximately 50 in the enrollment questionnaire and another
100 in the farmer applicator questionnaire). For exposure (dose)-response analysis,
it appears that- more than 35 different surrogates of exposure can be constructed
from the responses to the questions about pesticide use, application methods and
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work practices (e.g., average days of use per year, number of products used, years of
use, different types of protective equipment and methods of application).

One can confidently predict that some of the multitude of exposure-response
combinations will be statistically significant in the absence of any real effect.
Without clearly stated a priori hypotheses, the investigators will have to exercise
considerable discretion in data analysis and may exercise insufficient or excessive
caution in their interpretation. The exercise of this discretion can be evaluated by
the scientific community only if a small number of completely specified primary
hypotheses are developed prior to any inspection of results. "Completely speci-
fied" means that the method of analysis must be given in detail for each primary
hypothesis. The benefit of this approach is the increase in plausibility of any
"positive" findings among the primary hypotheses; the cost is that all other hypoth-
eses lose some support, though some may still be compelling and others may be
examined in subsequent studies.

Important questions arise about the role of conventional measures of statistical
significance in the reporting and interpretation of results. Should numerical adjust-
ments be made to published p-values to account for multiple comparisons? Given
that many possible associations may be explored prior to publication of final results,
what degree of documentation should be provided by the investigators of explor-
atory analyses? If the documentation requirements are minimal, how will the scien-
tific community understand the importance of the associations that are reported?
The importance that may be placed on findings of no association between a specific
pesticide and health outcomes raises the question of the reporting requirements for
analyses that failed to find an association . Parallel consideration must be given to
reporting requirements for "inverse" associations (e.g., relative risks less than 1.0 for
a particular exposure). At the same time, it would be helpful if the AHS investigators
would publish all data and analytical results in some accessible format. Key findings
would especially benefit from documentation of their consistency within the AHS
database . Widely accessible electronic media such as the World Wide Web makes
this feasible.
A detailed analysis plan and careful interpretation can reduce or eliminate these

concerns. Examination of internal consistency can provide information about the

plausibility of a particular association. A reasonably consistent dose-response gradi-

ent is an important criterion. One implication of this criterion is that statistically

significant dose-response trends caused primarily by one dose group, especially if it

is an intermediate dose group, should be interpreted cautiously. On the exposure

side, a finding that the strength of an association increases with particular use

practices that are expected to yield higherexposures (and decreases with increasing

farmer care), could be valuable evidence in buttressing study results. Sensitivity

analyses involving different exposure surrogates and exposure groupings can also

demonstrate whether findings are robust.

A key form of evidence to inform hypotheses and corroborate (or refute) analytic
findings is biological plausibility. Pesticides, in addition to prescription drugs, are
among the most thoroughly studied of all chemicals from a toxicologic perspective.
Pesticides are diverse in mode of action and in excipients, raising doubts about
attempts to group pesticides for analysis except under very specific conditions (e.g.,
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examining insecticides with similar mechanisms of toxic action and with similar
excipients). In the interpretation of epidemiologic results, dose considerations
from toxicology can play an important role in determining the plausibility of the
response. Associations with exposures far below those causing effects in animals may
be less credible than those demonstrated at higher exposure levels. The nature and
limited amount of exposure information in the AHS makes this important use of
toxicology difficult. More generally, toxicological reasoning has not yet played a
significant role in the design or execution of the AHS but should be an important
part of a detailed plan of analysis.

S Y OF RESEARCH RECCIABEENDATIONS

The AHS is a major undertaking with the potential to add significantly to our
knowledge of possible associations between pesticide use and other factors and
the health of farmers. The weight that will be accorded to results from this major
study requires care in assuring the accuracy of the findings. Several of the most
important limitations of the AHS could be addressed through additional research
with the cohort or through complementary studies on different groups. The
priorities should be to (1) assess the validity of self-reported health outcomes; (2)
explore the reliability and validity of pesticide use data; (3) understand the
relationship between exposure surrogates and exposure; (4) examine the biologi-
cal plausibility of any hypotheses; and (5) develop explicitness on analysis and
statistical issues.

Assessing the Validity of Self-Reported Health Outcomes

Many of the early analyses from the AHS will be based on self-reported health
data. The validity of these data is crucial to interpretation of the results. There are
studies in the literature that raise serious questions about self-reports of disease
(Harlow and Linet, 1989; Paganini-Hill and Chao, 1993; Kehoe et al., 1994; The
Italian Longitudinal Study on Aging Working Group, 1997). Clinical verification of
key self-reported health outcomes, where feasible, is essential. It is important that
validity be assessed for both those members of the cohort reporting disease and
those. who claim none. These studies could also help address some concerns about
recall bias in the noncancer studies as well as concerns about whether the disease
was indeed preceded by exposure.

Exploring the Reliability and Validity of Pesticide Use Data
Since pesticide use data will be the basis for categorizing potential pesticide

exposure in the AHS, the validity of these data is also critical. A simple and pertinent
step would be to readminister the questionnaire to a sample of respondents to see
how much the answers change. Other, studies to validate reported pesticide use, for
example, by comparison with purchase records, are also essential. A relatively simple'
check would consist of questions about number of acres for each specific crop for
which a specific pesticide was used. This would allow comparison to label instruc-
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tions or Extension Service. recommendations to help gauge the validity of use

reports. Results of validation studies would suggest the amount of confidence that

we could place in the questionnaire data as well as pinpoint ways to enhance the

design of follow-up questionnaires. Validation studies will be able to address only

relatively recent use since use records from the past are likely to be less complete.

Given that many of the pesticides of concern for cancer were used more heavily in

the past, and that a substantial period occurs between exposure and detection of

disease, there may be significant questions about the validity of self-reported pesti-

cide use in earlier years.

Understanding the Relationship between Exposure Surrogates and Exposure

Complementary studies are needed to assess the accuracy of the assumptions in

the AHS that link specific use patterns and work practices with different levels of

exposure. Biomonitoring studies could provide critical information to link pesticide

use information to actual exposure by measuring pesticide levels in the blood or

urine. Biomonitoring studies to correlate farmer exposure and dose to pesticide use

patterns and work practices would be extraordinarily valuable in linking chemical

use data to exposure categories. Similarly, biomonitoring studies of spouses and

children of farmers could help determine whether conditions of pesticide use are

associated with family exposures that are frequent enough and high enough to lead

to possible adverse effects. This effort would help focus attention and resources on

the most critical of possible adverse effects.

Assessing the Biological Plausibility of Any Associations

A key research need is the careful enumeration, in advance of analysis, of the

biological effects expected at relevant doses for specific pesticides. This undertaking

will help avoid the criticism that identified associations are supported only by

toxicologic explanations that are post hoc and hence unreliable. This effort should

rely on both the existing epidemiologic literature and the immense toxicologic

database on pesticide products. Dose-response information must play a key role.

Identification of chemicals expected to be capable of affecting health at anticipated

exposures can corroborate findings and help focus analysis efforts.

Analysis and Statistical Issues

It is critical that a detailed analysis plan for the AHS be developed. Specifics to

be addressed should start with a small number of precise hypotheses about pesti-

cide/disease relationships, including in detail the analytic method. Potential con-

founders, interacting variables, and other risk factors should be identified in a

systematic way, where possible, with a focus on causation of specific diseases. There

is a need to specify an analytic framework, including specific statistical procedures,

that encompasses decision rules for analysis and reporting.

The general study plan of the AHS is not yet detailed enough to support a

confident evaluation of the technical strengths and'weaknesses of this major under-

taking, and we recommend substantial efforts toward developing such a plan. The

level of effort and detail we are suggesting here would be typical of a major
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investigator-initiated proposal that is peer reviewed and judged to be worthy of
funding by the National Institutes of Health.
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Reliability of Reporting on Life-Style and Agricultural Factors by a Sample
of Participants in the Agricultural Health Study from Iowa
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Reliability of Reporting on Life-Style and
Agricultural Factors by a Sample of Participants

in the Agricultural Health Study from Iowa
Aaron Blair,1 Robert Tarone,1 Dale Sandler,2 Charles F. Lynch,3 Andrew Rowland,2

Wendy Wintersteen,4 William C. Steen,5 Claudine Samanic,1 Mustafa Dosemeci,1 and
Michael C. R. Alavanja1

Abstract: Repeat interviews from 4,088 Iowa pesticide appli-
cators participating in the Agricultural Health Study provided
the opportunity to evaluate the reliability of self-reported in-
formation on pesticide use and various demographic and life-
style factors. Self-completed questionnaires were administered
1 year apart when participants returned to county agricultural
extension offices for pesticide certification or training. Per-
centage agreement for ever-/never-use of specific pesticides
and application practices was quite high, generally ranging

from 70% to more than 90%, and did not vary by age, educa-
tional level, or farm size. Agreement was lower (typically
50–60%) for duration, frequency, or decade of first use of
specific pesticides. Level of agreement regarding pesticide use
in this population is similar to that generally found for factors
typically used in epidemiologic studies such as tobacco use and
higher than typically reported for diet, physical activity, and
medical conditions. (EPIDEMIOLOGY 2002;13:94–99)

Key words: pesticides, reliability, agriculture.

The Agricultural Health Study is a long-term pro-
spective cohort study designed to evaluate cancer
and other diseases among farmers and their fam-

ilies in relation to agricultural exposures and life-style
factors.1 Farmers in Iowa and North Carolina, as well as
commercial applicators in Iowa, were asked to participate
in the study when they sought pesticide licenses or training
at county agricultural extension offices. Self-completed
questionnaires were used to obtain information on agricul-
tural exposures and other factors necessary to evaluate
disease risks.

Although questionnaires have long been used by the
Economic Research Service of the U.S. Department of
Agriculture (USDA) to obtain information on agricul-

tural practices from farmers,2,3 and farmers can provide
considerable detail about their pesticide practices,4,5 few
studies have evaluated the reliability of information ob-
tained on agricultural practices in epidemiologic inves-
tigations.6 We took advantage of a special situation in Iowa
to assess the reporting consistency for agricultural and life-
style factors on a sample of the cohort that completed two
questionnaires approximately 1 year apart.

Subjects and Methods
Participants in the Agricultural Health Study en-

rolled by completing a self-administered questionnaire
when they came to the county agricultural extension
offices to seek pesticide certification and training. At the
beginning of the study, applicators in Iowa were required
to take an examination in which a passing mark gained
them certification for 3 years. Enrollment and comple-
tion of the questionnaires occurred from 1994 through
1996. After initiation of the study, the Iowa legislature
changed procedures regarding pesticide certification for
private applicators by allowing annual training as an
alternative to the examination. This change meant that
some individuals who chose pesticide training and com-
pleted the enrollment questionnaire one year would
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return for training the following year, which provided us
the opportunity to compare information from question-
naires completed 1 year apart. Individuals returning for
training who had already enrolled in the Agricultural
Health Study were given a questionnaire containing a
subset of the questions originally asked on selected pes-
ticide practices and life-style factors.

The abbreviated questionnaire was administered at
the county agricultural extension office in the same
fashion as the original enrollment version.1 It was com-
pleted by 2,895 applicators (2,842 men and 53 women).
In addition, a second group of 1,193 applicators who
completed the enrollment questionnaire and returned
for training the following year inadvertently completed
the full enrollment questionnaire a second time. An
analysis of the separate and combined data revealed that
these two groups were similar with respect to age, gen-
der, marital status, education, and other factors (data not
shown). We combined these two groups for analysis,
which resulted in 4,088 respondents (4,008 men and 80
women). Most of these were private applicators (3,829),
but 259 were commercial applicators. We compared
responses on the first and second questionnaires by cal-
culating percentage exact agreement, percentage agree-
ment within one category (for quantitative or ordinal
categories), and kappa statistic.7 We calculated weighted

kappas for multiple-response questions
such as years or days per year of pesti-
cide application.

Results
The reliability subgroup was very

similar to the full cohort for various
factors including age, gender, marital
status, and farm size (data not shown).

Comparability of reported use of
pesticides and method of application is
shown in Table 1. Although agree-
ment on ever mixed or applied any
pesticide was high (95%), kappa was
considerably lower (0.15) because the
proportion of subjects who had never
used pesticides was very small. The
reliability of reported use for specific
chemicals was high and quite consis-
tent (from 79% for carbaryl to 88% for
permethrin) with no apparent differ-
ences by pest class, chemical class, or
prevalence of use. Kappas ranged from
0.48 to 0.71. For the method of pesti-
cide application, agreement of re-
sponses from the two questionnaires
ranged from 72% to 99%. The range of
values for kappa was from 0.11 to 0.56.

We evaluated the number of paired responses fall-
ing above and below the diagonal of exact agreement,
ie, individuals providing different responses on the
two questionnaires. For ever mixed or applied specific
pesticides, the numbers were typically equally distrib-
uted above and below the diagonal of agreement, with
the possible exception of malathion, carbaryl, and
dichlorodiphenyltrichloroethane, for which consider-
ably more positive responses were found in the origi-
nal than in the second questionnaire (either follow-up
abbreviated questionnaire or duplicated enrollment
questionnaire).

The numbers of pairs falling above and below the
diagonal were also similar for method of pesticide appli-
cation. Sign tests of distributions were not statistically
significant for ever-use of pesticides or method of appli-
cation. Thus, there was no obvious tendency to get “yes”
or “no” responses from one or the other of the
questionnaires.

For years and days per year of mixing or applying any
pesticides, exact agreement percentages were 55% and
45%, respectively, and weighted kappas were 0.56 and
0.45, respectively (Table 2). For each factor, 89% and
90% of the subjects were within one category of
agreement.

TABLE 1. Comparison of Dichotomous Responses on Pesticide Use between
First and Second Questionnaires

Factor
% Exact

Agreement
Kappa

Statistic 95% CI
No. of

Subjects

Ever mixed or
applied pesticides

95 0.15 0.08–0.22 3,634

Ever mixed or applied
Atrazine 86 0.62 0.58–0.64 3,802
Glyphosate 82 0.54 0.52–0.58 3,763
Trifluarlin 87 0.71 0.68–0.73 3,760
2,4-D 87 0.48 0.44–0.52 3,786
Terbufos 83 0.66 0.63–0.68 3,712
Fonofos 84 0.63 0.60–0.66 3,674
Chlorpyrifos 81 0.61 0.59–0.64 3,728
Permethrin 88 0.59 0.55–0.62 3,665
Malathion 81 0.54 0.52–0.57 3,805
Carbaryl 79 0.57 0.55–0.60 3,643
DDT 87 0.63 0.60–0.66 3,599

Method of application
Do not apply 90 0.19 0.14–0.24 4,112
Airblast 99 0.26 0.11–0.40 4,112
Boom 76 0.37 0.34–0.40 4,112
Hand spray gun 72 0.39 0.36–0.42 4,112
Backpack 85 0.48 0.44–0.51 4,112
Mist blower 94 0.46 0.40–0.52 4,112
Aerial 98 0.19 0.09–0.30 4,112
In furrow 76 0.51 0.48–0.54 4,112
Seed treatment 78 0.42 0.38–0.45 4,112
Pour fumigant 97 0.11 0.04–0.18 4,112
Gas canister 98 0.20 0.10–0.30 4,112
Powder 88 0.31 0.26–0.35 4,112
Inject animals 78 0.50 0.48–0.53 4,112
Dip animals 85 0.37 0.33–0.41 4,112
Spray animals 75 0.50 0.47–0.53 4,112
Ear tags 84 0.56 0.53–0.59 4,112
Dust/pour on animals 77 0.45 0.42–0.48 4,112

DDT ! dichlorodiphenyltrichloroethane; 2,4-D ! 2,4 dichlorophenoxyacetic acid.
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Exact agreement for estimated percentage of the time
subjects mixed or applied pesticides was 72% and 79%,
respectively, with kappas of 0.39 and 0.47 (Table 2).
Agreement within one category of exact agreement was
98% and 99%. In addition, exact agreement for years,
days per year, and decade of use of specific pesticides was
generally in the 50–70% range, which was lower than
for dichotomous outcomes such as ever-/never-use (Ta-
ble 1). Ninety per cent of the subjects gave responses
within one category of agreement on the two question-
naires. Kappas were between 0.37 and 0.63.

Responses regarding frequency of
reported symptoms after using pesti-
cides were similar in the two question-
naires, as shown in Table 3. Exact
agreement ranged from 76% to 92%
with kappas from 0.31 to 0.45. Agree-
ment within one response category
was nearly 100%.

We evaluated level agreement by
age, education, and farm size. For ever-
handled any pesticide, the level of ex-
act agreement was 94% or higher, with

kappas ranging from 0.10 to 0.18. Ex-
act agreement for ever-handled spe-
cific pesticides was between 80% and
90%, with kappas ranging from 0.42
to 0.73 (Table 4). Level of agree-
ment for methods of application did
not differ by age, amount of educa-
tion, or farm size (data not shown).

We also compared responses for to-
bacco use and reported disease histo-
ries. Agreement was very high (over
90%) for smoking cigarettes and quite
high for number of cigarettes per day
(76%). Kappas were also high (0.71 for
number of cigarettes per day and 0.87
for ever-smoked cigarettes). Percent-
age agreement for diseases the subject
reported for themselves and their rel-
atives was more than 90%. Kappas
were more variable with values of 0.71
for asthma, 0.65 for pneumonia, 0.34
for kidney disease, and 0.10 for Parkin-
son’s disease. The kappa for Parkin-
son’s disease was low, despite high ex-
act agreement, because there were a
relatively small number of persons re-
porting this disease. Kappas for cancers
among relatives were 0.64 for lung,
0.70 for breast, and 0.41 for the lym-
phatic and hematopoietic system.

Percentage agreement and kappas
calculated for agricultural and life-style factors for com-
mercial applicators separately were essentially identical
to those of private applicators (data not shown).

About one-third of the study group completed the full
enrollment questionnaire twice (N ! 1,193). We used
these data to compare reliability of responses to ques-
tions not included in the abbreviated follow-up ques-
tionnaire, including alcohol drinks per day (71% exact
agreement; kappa ! 0.63), vegetable servings per day
(35% exact agreement; kappa ! 0.43), and fruit servings
per day (40% exact agreement; kappa ! 0.49).

TABLE 2. Comparison of Multiresponse Questions on Pesticide Use between
First and Second Questionnaires

Factor
% Exact

Agreement
Kappa

Statistic* 95% CI
No. of

Subjects

Years mixed or applied pesticides† 55 0.56 0.54–0.58 3,550
Days per year pesticides mixed or applied‡ 45 0.45 0.42–0.47 3,494
% time mixed§ 72 0.39 0.36–0.42 3,479
% time applied! 79 0.47 0.44–0.50 3,471
Years mixed or applied†

Atrazine 50 0.52 0.49–0.54 2,651
Glyphosate 53 0.70 0.66–0.75 2,379
Trifluralin 53 0.52 0.50–0.55 2,286
2,4-D 50 0.54 0.52–0.56 2,919
Terbufos 55 0.47 0.44–0.50 1,334
Fonofos 58 0.48 0.43–0.53 798
Chlorpyrifos 55 0.45 0.41–0.48 1,255
Permethrin 77 0.37 0.30–0.44 407

Days per year mixed or applied‡
Atrazine 52 0.74 0.71–0.78 2,613
Glyphosate 52 0.71 0.67–0.75 2,342
Trifluralin 57 0.80 0.76–0.83 2,257
2,4-D 50 0.48 0.45–0.50 2,860
Terbufos 59 0.82 0.78–0.86 1,310
Fonofos 55 0.78 0.72–0.85 780
Chlorpyrifos 57 0.50 0.47–0.54 1,226
Permethrin 50 0.37 0.29–0.44 403

Decade first applied
Atrazine 64 0.59 0.57–0.62 2,448
Glyphosate 62 0.37 0.34–0.40 2,098
Trifluralin 63 0.54 0.51–0.56 2,104
2,4-D 62 0.63 0.61–0.65 2,548
Terbufos 60 0.40 0.36–0.45 1,205
Fonofos 60 0.44 0.39–0.50 729
Chlorpyrifos 60 0.37 0.25–0.35 1,128
Permethrin 61 0.34 0.20–0.37 375

* Kappa values weighted across multiple response categories.
† Years of use categories are: 1 or less, 2–5, 6–10, 11–20, 21–30, and more than 30.
‡ Days per year of use categories are: less than 5, 5–9, 10–19, 20–39, 40–59, 60–150, and more than 150.
§ Refers to the percentage of all pesticides mixed on the farm that are mixed by this operator.
! Refers to the percentage of all pesticides applied on the farm that are applied by this operator. 2,4-D !
2,4 dichlorophenoxyacetic acid.

TABLE 3. Comparison of Responses on Frequency of Reported Symptoms
from Pesticide Use

Symptom Reported*
% Exact

Agreement
Kappa

Statistic 95% CI
No. of

Subjects

Excessive tiredness 82 0.38 0.34–0.42 3,678
Headaches/dizziness 76 0.45 0.42–0.48 3,748
Nausea/vomiting 92 0.31 0.25–0.36 3,619
Skin irritation 79 0.40 0.37–0.44 3,683
Eye irritation 82 0.35 0.31–0.39 3,628
Chest discomfort 91 0.38 0.32–0.42 3,633
Nervousness or depression 87 0.41 0.37–0.45 3,628

* Response categories for symptoms from pesticide use were: never or rarely, sometimes, and frequently/
almost always.
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Discussion
The USDA has used questionnaires to assemble in-

formation on pesticide use by farmers for many years.2,3

Use of interviews to obtain information on pesticide use
and exposure in epidemiologic research is a more recent
phenomenon.4 There are differences between the ap-
proach used by the USDA and the approach required for
epidemiologic research. The USDA typically obtains
information on the past year. The long latency associ-
ated with most chronic disease, however, requires that
epidemiologic studies obtain data on pesticide use from
several years in the past, underscoring the need to eval-
uate the reliability and validity of information on pesti-
cides obtained by interview.8

In the present analyses, the time frame for questions
on pesticide use and other factors covered the subject’s
entire farming history of use up to the interview, so for
many this required quite lengthy recall. Several general
patterns were observed. First, agreement for self-reported
smoking, selected diseases, and other factors in this
population was consistent with other reports in the
literature, ie, in the 90% range.9–11,14,19–21 Second, the
reported agreement for ever-/never-use of specific pesti-
cides is also quite high, ie, mostly in the 70–90% range;
these compare favorably with the reliability reported in
other studies for factors such as smoking and alcohol use
and are better than those reported for diet, physical
activity, and health conditions. Third, the level of agree-
ment on pesticide reporting decreased as the amount of
detail sought increased, such as the number of years a
person applied specific pesticides instead of ever-/never-
use. This is similar to other factors such as tobacco use,
in which agreement for the number of cigarettes smoked
per day is lower than reporting of ever having smoked.
Fourth, for pesticide factors, as well as for life-style

factors and disease, the disagreements between the en-
rollment and follow-up interviews were symmetrical, ie,
there was no general tendency for a higher prevalence of
positive reporting in one or the other questionnaire
administration. For example, in situations in which sub-
jects reported at one interview that they used a partic-
ular pesticide but not at the other, the number of posi-
tive reports was about equivalent for the enrollment and
follow-up interviews. This suggests that the additional
year of farming experience before the completion of the
follow-up questionnaire had little impact on the amount
of disagreement. If dramatic changes occurred in the
farming operation from one year to the next, we might
have expected a disproportionate number of positive or
negative responses to specific responses on the follow-up
questionnaire. Still, some of the disagreements could be
due to changes in pesticide application activities by
study participants between the first and second question-
naires. Fifth, for questions with quantitative or ordinal
responses, percentage agreement within one response
category was quite high, typically 80% or higher. This is
especially important for epidemiologic studies because
responses are often grouped into a few categories. Sixth,
percentage agreement did not differ by age, level of
education, or farm size, which suggests a relatively con-
sistent reliability of reporting among the various sub-
groups of the cohort. Finally, it is interesting that the
values for number of cigarettes per day, years of pesticide
use, and days per year of pesticide use from the abbre-
viated questionnaire were virtually identical to those on
the original enrollment questionnaire, which indicates
that these reliability results are applicable to the entire
cohort.

The kappas for interview-reinterview for pesticides
generally ranged from 0.20 to 0.50. Although perfect

TABLE 4. Comparison of Dichotomous Responses on Pesticide Use between First and Second Questionnaires by Age,
Education, and Farm Size

Factor

Age, Years Education Acres

"50 !50 "High School #High School "500 !500

% Exact
Agreement Kappa

% Exact
Agreement Kappa

% Exact
Agreement Kappa

% Exact
Agreement Kappa

% Exact
Agreement Kappa

% Exact
Agreement Kappa

Ever mixed or applied
pesticides

95 0.18 95 0.10 94 0.14 97 0.15 96 0.12 97 0.10

Ever mixed or applied
Atrazine 85 0.62 87 0.60 85 0.58 88 0.67 85 0.61 87 0.57
Glyphosate 82 0.54 81 0.56 80 0.55 84 0.50 81 0.57 84 0.50
Trifluralin 87 0.71 87 0.70 87 0.70 88 0.72 87 0.73 88 0.65
2,4-D 85 0.51 88 0.42 85 0.46 89 0.51 87 0.54 87 0.41
Terbufos 83 0.65 83 0.66 82 0.64 84 0.68 82 0.64 83 0.66
Fonofos 85 0.61 84 0.65 84 0.62 85 0.63 84 0.62 85 0.63
Chlorpyrifos 81 0.61 81 0.62 79 0.58 82 0.64 81 0.62 81 0.61
Permethrin 87 0.58 91 0.58 90 0.60 86 0.57 88 0.59 88 0.58
Malathion 82 0.57 81 0.51 79 0.54 84 0.55 81 0.57 81 0.50
Carbaryl 80 0.58 78 0.56 78 0.54 80 0.61 79 0.58 78 0.56
DDT 93 0.42 87 0.55 85 0.62 89 0.65 86 0.64 87 0.63

DDT ! dichlorodiphenyltrichloroethane; 2,4-D ! 2,4 dichlorophenoxyacetic acid.
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agreement would generate a value of 1.0, values much
lower can represent good agreement. This is because
kappas are highly dependent on prevalence of the char-
acteristic in the population, as well as on the sensitivity
and specificity of the measure.12 Thompson and Walter12

have shown that for factors with a true prevalence of 0.2
to 0.8 and sensitivities and specificities that are quite
high (in the 70–90% range), kappas fall into a range
0.3–0.6. Most values we observed are in this range. The
few exceptions of kappas outside this range are for re-
porting on rare diseases or activities performed by nearly
all applicators. Kappas can be quite low, and level of
exact agreement is high for situations in which the
factor is very prevalent or extremely rare. This was the
situation when we observed low kappas.

The dependence of kappa on response prevalence is
most obvious for questions with dichotomous response
options to which few subjects gave a particular response
(eg, “Did you pour fumigants?” or “Have you been diag-
nosed with Parkinson’s disease?”) or questions to which
almost all subjects gave a particular response (eg, “Have
you ever personally handled pesticides?”). In such situ-
ations the percentage exact agreement will always be
near 100% (ie, almost all subjects give the majority
response on both questionnaires), but kappas may be
quite low (eg, if the few minority responses tend to come
from different subjects for the second questionnaire than
for the first questionnaire).

Few reports are available on the reliability of reported
pesticide use specifically among farmers. Van Der Gul-
den et al13 found 82% agreement and kappas of 0.55 for
reported occupational exposure to pesticides from a re-
liability study in the Netherlands. Farrow et al14 found
kappas of about 0.29 for weed killers and 0.53 for pesti-
cides/insecticides in general for women completing self-
reported questionnaires before and after a miscarriage.
These are somewhat lower than we found for specific
pesticides (range of 0.48–0.70), but this might be ex-
pected because women in the miscarriage study were not
from farms where pesticide use had a very important
economic component, which might facilitate recall.

Several reports have compared reported pesticide use
among farmers and surrogates,4,5,15–18 and these provide a
framework for considering results in this study. Agree-
ment between farmers and pesticide suppliers regarding
farmers’ use of pesticides was about 50–60%.4 Agree-
ment between farmers and surrogates (primarily wives)
on reported use of specific pesticides was about 50–
70%.5,17 A comparison of self-assessed and expert-as-
sessed exposure to pesticides and fertilizers found an
agreement of 91% with a kappa of 0.53 in a case-control
study from Montreal.18 The level of agreement we ob-
served from repeat interviews is generally better than
that from comparisons between subjects and surrogates.

Although the reliability of reported pesticide use
among Iowa farmers is as good as for many other factors
assessed by questionnaires in epidemiologic research and
better than for some variables,9–11,14,19–21 it is important
to assess effects of potential misclassification on esti-
mates of relative risk. If the level of agreement between
the first and second interviews is considered a measure of
nondifferential exposure misclassification, we can calcu-
late effects on relative risks.22 For example, if the true
relative risk was 4.0 and nondifferential misclassification
for ever-/never-handled individual pesticides is as in
Table 1 (from 79% to 88% agreement), the calculated
relative risks would range from 2.0 to 2.6. If the true
relative risk was 2.0, calculated relative risks for individ-
uals pesticides would be from 1.1 to 1.6. Even though the
level of agreement is quite high, the impact of misclas-
sification in this range on the relative risks can be
substantial and diminish the opportunity to detect real
associations. It is important to note that nondifferential
misclassification, ie, misclassification that does not differ
by presence or absence of disease, would only diminish
estimates of relative risk for dichotomous classifications
in a prospective investigation such as the Agricultural
Health Study. It could, however, result in an increase
or decrease in calculated relative risks in multiple
response situations for the middle exposure categories,
but not for the upper exposure category. In the upper
exposure category, nondifferential misclassification
would always diminish the relative risk.23 Although
these data suggest that pesticide use is reliably re-
ported by farmers in this cohort, it is important to
underscore that they do not provide information on
the validity of these reports.

In summary, agreement for self-reported use of pesti-
cides by farmers is similar to that found for other factors
routinely evaluated by questionnaire in epidemiology
studies such as smoking and alcohol reporting, and bet-
ter than others such as consumption of fruits and vege-
tables and physical activity. Because epidemiologic stud-
ies have successfully related disease risk to these factors,
it seems likely that information on pesticide use from
interviews can also be used successfully to address expo-
sure-disease relationships.

References
1. Alavanja MCR, Sandler DP, McMaster SB, et al. The Agricultural

Health Study. Environ Perspect 1996;104:362–369.
2. Blake HT, Andrilenas PA, Jenkins RP, Eichers TR, Fox AS. Farmers’

Pesticide Expenditures in 1966. Agricultural Economic Report No.
192. Washington DC: Economic Research Service, 1970.

3. Blake HT, Andrilenas PA. Farmers’ Use of Pesticides in 1971.
Agricultural Economic Report No. 296. Washington DC: Eco-
nomic Research Service, U.S. Department of Agriculture,
1975.

98 Blair et al EPIDEMIOLOGY January 2002, Vol. 13 No. 1

Case 3:16-md-02741-VC   Document 1217-8   Filed 03/14/18   Page 7 of 8

pesfandiary
Highlight


pesfandiary
Highlight


rbwisner
Highlight




4. Blair A, Zahm SH. Patterns of pesticide use among farmers: implica-
tions for epidemiologic research. Epidemiology 1993;4:55–62.

5. Blair A, Stewart PA, Kross B, et al. Comparison of two techniques
to obtain information on pesticide use from Iowa farmers by
interview. J Agric Safety Health 1997;3:229–236.

6. Blair A, Zahm SH. Methodologic issues in exposure assessment for
case-control studies of cancer and herbicides. Am J Ind Med
1990;18:285–293.

7. Cohen J. Weighted kappa: nominal scale agreement with provi-
sion for scaled disagreement or partial credit. Psychol Bull 1968;
70:213–220.

8. Blair A, Zahm SH, Cantor KP, Stewart PA. Estimating exposure
to pesticides in epidemiological studies of cancer. In: Wang RGM,
Franklin CA, Honeycutt RC, Reinert JC, eds. Biologic Monitor-
ing for Pesticide Exposure. ACS Symposium Series, No. 382.
Washington DC: American Chemical Society, 1989;38–46.

9. Persson P-G, Norell SE. Retrospective vs original information on
cigarette smoking. Am J Epidemiol 1989;130:705–712.

10. Kelly JP, Rosenberg L, Kaufman DW, Shapiro S. Reliability of
personal interview data in a hospital-based case-control study.
Am J Epidemiol 1990;131:79–90.

11. Jain M, Howe GR, Rohan T. Dietary assessment in epidemiology:
comparison of a food frequency and diet history questionnaire with
a 7-day food record. Am J Epidemiol 1996;143:953–960.

12. Thompson WD, Walter SD. A reappraisal of the kappa coeffi-
cient. J Clin Epidemiol 1998;41:949–958.

13. Van Der Gulden JWJ, Jansen IW, Verbeek ALM, Kolk JJ. Re-
peatability of self-reported data on occupational exposure to par-
ticular compounds. Int J Epidemiol 1993;22:284–287.

14. Farrow A, Farrow SC, Little R, Golding J, ALSPAC Study Team.
The repeatability of self-reported exposure after miscarriage. Int J
Epidemiol 1996;25:797–806.

15. Brown LM, Dosemeci M, Blair A, Burmeister L. Comparability of
data obtained from farmers and surrogate respondents on use of
agricultural pesticides. Am J Epidemiol 1991;134:348–355.

16. Boyle CA, Brann EA, and the Selected Cancers Cooperative
Study Group. Proxy respondents and the validity of occupational
and other exposure data. Am J Epidemiol 1992;136:712–721.

17. Johnson RA, Mandel JS, Gibson RW, et al. Data on prior pesticide
use collected for self and proxy respondents. Epidemiology 1993;4:
157–164.

18. Fritschi L, Siemiatycki J, Richardson L. Self-assessed vs expert-as-
sessed occupational exposures. Am J Epidemiol 1996;144:521–527.

19. Herrmann N. Retrospective information from questionnaires. II.
Intrarater reliability and comparison of questionnaire types. Am J
Epidemiol 1985;121:948–953.

20. Blair SN, Dowda M, Pate RR, et al. Reliability of long-term recall
of participation in physical activity by middle-aged men and
women. Am J Epidemiol 1991;133:266–275.

21. Hahn RA, Truman BI, Barker ND. Identifying ancestry: the reliabil-
ity of ancestral identification in the United States by self, proxy,
interviewer, and funeral director. Epidemiology 1996;7:75–80.

22. Copeland KT, Checkoway H, McMichael AJ, Holbrook RH. Bias
due to misclassification in the estimation of relative risk. Am J
Epidemiol 1977;105:488–495.

23. Dosemeci M, Wacholder S, Lubin JH. Does nondifferential mis-
classification of exposure always bias a true effect toward the null
value? Am J Epidemiol 1990;132:746–748.

EPIDEMIOLOGY January 2002, Vol. 13 No. 1 RELIABILITY OF REPORTING PESTICIDE USE 99

Case 3:16-md-02741-VC   Document 1217-8   Filed 03/14/18   Page 8 of 8



Environmental Health Perspectives t VOLUME 118 | NUMBER 8 | August 2010 1117

Review

Agricultural workers are exposed to a variety 
of chemical, physical, and biological hazards 
in the process of cultivating and harvesting 
crops and/or raising livestock (Litchfield 
1999; Popendorf and Donham 1991; Shaver 
and Tong 1991; White and Cessna 1989). 
In addition to pesticides, occupational expo-
sure to solvents, metals, engine exhaust, weld-
ing fumes, and grain dusts are prevalent in 
agriculture (Coble et al. 2002; Shaver and 
Tong 1991). However, the potential health 
effects of agricultural pesticide exposures are 
of particular interest, as these chemicals are 
designed to have adverse biological effects on 
target organisms. To address this concern, the 
Agricultural Health Study (AHS) was initi-
ated in 1993 to explore the potential health 
effects of pesticide exposures in commer-
cial pesticide applicators, farmers, and their 
families in Iowa and North Carolina, USA. 
The AHS is a collaborative research project 
including the U.S. National Cancer Institute, 
the U.S. National Institute of Environmental 
Health Sciences, and the U.S. Environmental 
Protection Agency (EPA).

Details of the AHS design have been 
described previously (Alavanja et al. 1996). 
Briefly, participants were recruited between 
1993 and 1997 from pesticide applicator 
licensing facilities in Iowa and North Carolina, 
and an enrollment questionnaire was used to 
collect data on the duration and frequency 
of pesticide use. In the AHS, self-reported 

pesticide use serves as a surrogate measure of 
pesticide exposure, and a cumulative pesticide 
exposure index (termed intensity-weighted 
exposure-days) is used to weigh lifetime-days 
(LDs) of pesticide use based on mixing condi-
tions, application methods, and use of per-
sonal protective equipment (Dosemeci et al. 
2002). Applicators who completed the enroll-
ment questionnaire were asked to complete 
a take-home questionnaire that collected 
detailed information on factors including 
occupational exposures, pesticide use, lifestyle, 
medical history, and diet. Two additional 
take-home questionnaires were provided for 
private applicators: a spouse questionnaire 
and a female/family health questionnaire. 
Commercial applicators were asked to com-
plete a female health questionnaire if they were 
female, but spouses and children of commer-
cial applicators were not included in the AHS. 
A total of 52,395 private pesticide applicators 
(farmers or nursery workers), 32,347 spouses 
of private applicators, and 4,916 commer-
cial pesticide applicators were enrolled in the 
AHS. Applicators are primarily male (> 95%); 
spouses are predominantly female (99.3%) 
(Alavanja et al. 2005). Private applicators, 
commercial applicators, and spouses are all 
predominantly Caucasian (94.6–98.6%) 
(Alavanja et al. 2005). At enrollment, 65% 
of private applicators reported pesticide 
exposure for > 11 years relative to 32% and 
18% for commercial applicators and spouses 

of private applicators, respectively (Alavanja 
et al. 2005). Twelve percent of private appli-
cators, 2.5% of commercial applicators, and 
3.6% of spouses reported > 30 years of pesti-
cide use at enrollment (Alavanja et al. 2005). 
Information provided at enrollment (phase 1) 
was updated in phase 2 (1999–2003) and 
phase 3 (2003–2010) of the AHS.

Approximately 80% of eligible applica-
tors completed the enrollment questionnaire 
(Tarone et al. 1997). Forty percent of eligible 
applicators completed both the enrollment 
questionnaire and the take-home questionnaire 
(Tarone et al. 1997). Seventy-four percent 
of eligible spouses were enrolled in the AHS 
(Engel et al. 2005). Applicators who completed 
the take-home questionnaire tended to be 
older than nonrespondents but were otherwise 
similar to respondents with respect to pesticide 
use practices, medical history, and other char-
acteristics such as education, smoking, alcohol 
consumption, and diet (Tarone et al. 1997). 
The reliability of self-reported pesticide use 
did not vary substantially by age, education, or 
farm size, and respondents generally provided 
plausible information regarding the duration 
and year of first pesticide use (Blair et al. 2002; 
Hoppin et al. 2002b).

In this review we focused on epidemio-
logic studies of pesticide exposure and cancer 
incidence in the AHS cohort. Studies of phys-
ical injury (Sprince et al. 2002, 2003a, 2003b, 
2003c, 2007), mortality (Blair et al. 2005a, 
2005b; Lee et al. 2007a), respiratory disorders 
(Hoppin et al. 2002a, 2006a, 2006b, 2007a, 
2007b, 2008; Valcin et al. 2007), neurologic 
symptoms (Kamel et al. 2005, 2007a), reti-
nal degeneration (Kamel et al. 2000; Kirrane 
et al. 2005), diabetes (Montgomery et al. 
2008; Saldana et al. 2007), menstrual cycle 
characteristics (Farr et al. 2004, 2006), hear-
ing loss (Crawford et al. 2008), Parkinson’s 
disease (Kamel et al. 2007b), changes in 
serum androgen levels (Martin et al. 2002), 
arthritis (De Roos et al. 2005b), depression 
(Beseler et al. 2006, 2008), and immune 
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A Review of Pesticide Exposure and Cancer Incidence in the 
Agricultural Health Study Cohort
Scott Weichenthal, Connie Moase, and Peter Chan
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OBJECTIVE: We reviewed epidemiologic evidence related to occupational pesticide exposures and 
cancer incidence in the Agricultural Health Study (AHS) cohort. 
DATA SOURCES: Studies were identified from the AHS publication list available at http://aghealth.
nci.nih.gov as well as through a Medline/PubMed database search in March 2009. We also exam-
ined citation lists. Findings related to lifetime-days and/or intensity-weighted lifetime-days of 
pesticide use are the primary focus of this review, because these measures allow for the evaluation of 
potential exposure–response relationships.
DATA SYNTHESIS: We reviewed 28 studies; most of the 32 pesticides examined were not strongly 
associated with cancer incidence in pesticide applicators. Increased rate ratios (or odds ratios) and 
positive exposure–response patterns were reported for 12 pesticides currently registered in Canada 
and/or the United States (alachlor, aldicarb, carbaryl, chlorpyrifos, diazinon, dicamba, S-ethyl-
N,N-dipropylthiocarbamate, imazethapyr, metolachlor, pendimethalin, permethrin, trifluralin). 
However, estimates of association for specific cancers were often imprecise because of small num-
bers of exposed cases, and clear monotonic exposure–response patterns were not always apparent. 
Exposure misclassification is also a concern in the AHS and may limit the analysis of exposure–
response patterns. Epidemiologic evidence outside the AHS remains limited with respect to most of 
the observed associations, but animal toxicity data support the biological plausibility of relationships 
observed for alachlor, carbaryl, metolachlor, pendimethalin, permethrin, and trifluralin.
CONCLUSIONS: Continued follow-up is needed to clarify associations reported to date. In particular, 
further evaluation of registered pesticides is warranted.
KEY WORDS: Agricultural Health Study, cancer, pesticides, review. Environ Health Perspect 
118:1117–1125 (2010). doi:10.1289/ehp.0901731 [Online 5 May 2010]
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responses (Cooper et al. 2004) have also been 
conducted as part of the AHS but are not dis-
cussed in this review.

Methods
We identified studies from the publication 
list on the AHS Web site (Agricultural Health 
Study 2009) and by searching the Medline/
PubMed database (http://www.ncbi.nlm.nih.
gov/sites/entrez?db=pubmed) using the key 
words “Agricultural Health Study” and “pes-
ticides” in combination with various cancer 
types including “leukemia,” “prostate can-
cer,” “colon cancer,” and others. We also 
examined citation lists. Studies were included 
in this review if they were published before 
March 2009 and examined the relationship 
between pesticides and cancer in the AHS 
cohort. Findings related to LDs and/or 
intensity-weighted lifetime-days (IWLDs) of 
pesticide use are the primary focus of this 
review, because these measures allow for the 
evaluation of potential exposure–response 
 relationships.

We identified 28 studies that examined 
the relationship between pesticide exposures 
and cancer incidence in the AHS cohort. A list 
of the pesticides and cancer types examined 
in these studies is provided in Supplemental 
Material (doi:10.1289/ehp.0901731). 
Prevalent cancer cases were excluded in all 
studies reviewed, and incident cases were 
identified by matching cohort members to 
state cancer registry files. Cohort members 
were matched to state death registries and the 
National Death Index to ascertain vital status, 
and current address records of the Internal 
Revenue Service, motor vehicle records, and 
pesticide license registries were used to identify 
cohort members who were alive at the end 
of follow-up but no longer resided in Iowa 
or North Carolina. Follow-up was censored 
at the time of cancer diagnosis, participant 
death, or movement out of state. In gen-
eral, only a small fraction (< 5%) of study 
participants was lost to follow-up. Average 
follow-up times ranged from approximately 4 
to 9 years, and when presented, standardized 
incidence ratios (SIRs) reflect cancer incidence 
in the AHS cohort relative to the populations 
of Iowa and North Carolina using age, sex, 
and race-specific incidence data. The primary 
pesticide exposure measures were LDs (the 
product of days of use per year and years of 
use) and IWLDs (a weighted measure of life-
time exposure-days that accounts for mixing 
conditions, application methods, and the use 
of personal protective equipment) (Dosemeci 
et al. 2002). Where appropriate, a number of 
potential confounding factors were included 
in Poisson/logistic regression models, includ-
ing age, smoking history, alcohol consump-
tion, education, race, sex, applicator type, state 
of residence, LDs of any pesticide exposure, 

pesticides highly correlated with the pesticide 
of interest, family history of cancer, year of 
enrollment, body mass index, sun exposure, 
susceptibility to sunburn, aspirin intake, phys-
ical activity, nonfarm occupational exposures, 
diet, menopausal status, maternal age at first 
birth, age at menarche, and age at menopause. 
Findings were reported as rate ratios (RRs) or 
odds ratios (ORs) and their associated 95% 
confidence intervals (CIs). Linear trend tests 
(alpha = 0.05) were used to evaluate exposure–
response relationships by treating median val-
ues for each pesticide exposure category as a 
quantitative score or by using continuous val-
ues for LDs or IWLDs of exposure. Criteria for 
including a given cancer type in chemical-spe-
cific analyses (i.e., studies of one pesticide and 
multiple cancer types) differed between studies 
and ranged from a minimum total of 5 to 
30 exposed cases. Alternatively, some authors 
specified that a given cancer type was included 
in chemical-specific analyses only if ≥ 4 cases 
were available in each category of exposure. In 
general, pesticides with < 5 exposed applicators 
were excluded from cancer-specific analyses 
(i.e., studies of one cancer type and multiple 
pesticides). Values for the median number 
of exposed cases included in the studies we 
reviewed are listed in Supplemental Material 
(doi:10.1289/ehp.0901731).

Results
Study findings are summarized below for 
individual cancer types examined in the AHS 
cohort to date. Pesticides associated with can-
cer are listed in Table 1. A number of studies 
examined pesticide exposures according to 
both LDs and IWLDs of exposure. RRs (or 
ORs) for both exposure measures are included 
in Table 1 if at least one of these measures 
was associated with a significantly increased 
risk of cancer (p < 0.05). ORs were reported 
by Alavanja et al. (2003, 2004), Andreotti 
et al. (2009), and Lee et al. (2007b), and all 
other studies in Table 1 reported RRs. All 
RRs and ORs in Table 1 refer to nonexposed 
applicators except those reported for alachlor 
and all lymphohematopoietic cancers (Lee 
et al. 2004b), dicamba and colon (Samanic 
et al. 2006), and lung cancer (Alavanja et al. 
2004), which refer to applicators in the lowest 
category of exposure.

Study Summaries
All cancers. Overall cancer incidence was 
increased among applicators in the high-
est exposure categories for diazinon (Beane 
Freeman et al. 2005) and S-ethyl-N,N-
dipropylthiocarbamate (EPTC) (van Bemmel 
et al. 2008) relative to nonexposed applica-
tors, and significant exposure–response 
trends were observed for both pesticides with 
both exposure measures. None of the other 
pesticides examined were associated with a 

significant increase in overall cancer incidence 
(alachlor, atrazine, captan, carbaryl, carbo-
furan, chloro thalonil, cyanazine, dicamba, 
dichlorvos, fonofos, glyphosate, heptachlor, 
imazethapyr, malathion, metolachlor, pen-
dimethalin, permethrin, phorate, and tri-
fluralin) (Bonner et al. 2005, 2007; De Roos 
et al. 2005a; Greenburg et al. 2008; Hou 
et al. 2006; Kang et al. 2008; Koutros et al. 
2008, 2009; Lee et al. 2004b; Lynch et al. 
2006; Mahajan et al. 2006a, 2006b, 2007; 
Mozzachio et al. 2008; Rusiecki et al. 2004, 
2006, 2009; Samanic et al. 2006).

Lung cancer. Applicators with the high-
est LDs of exposure to chlorpyrifos (Lee 
et al. 2004a), diazinon (Beane Freeman et al. 
2005), dieldrin (Alavanja et al. 2004; Purdue 
et al. 2006), metolachlor (Alavanja et al. 
2004), and pendimethalin (Alavanja et al. 
2004; Hou et al. 2006) had increased lung 
cancer incidence relative to nonexposed appli-
cators. Lung cancer risk was also significantly 
increased among applicators in the highest 
category of intensity-weighted dieldrin expo-
sure days (Purdue et al. 2006), but diazinon 
and pendimethalin were not associated with 
lung cancer when exposures were analyzed 
according to this measure. Applicators with 
the highest LDs of dicamba exposure had 
increased lung cancer incidence relative to 
low-exposed applicators but not relative to 
nonexposed applicators (OR = 1.6; 95% CI, 
0.7–3.4) (Alavanja et al. 2004). Significant 
exposure–response trends were observed 
for chlorpyrifos (Lee et al. 2004a), diazi-
non (Beane Freeman et al. 2005), dicamba 
(Alavanja et al. 2004), dieldrin (Alavanja 
et al. 2004; Purdue et al. 2006), metolachlor 
(Alavanja et al. 2004), and pendimethalin 
(Alavanja et al. 2004). However, the most 
recent study of pendimethalin exposure did 
not observe a significant exposure–response 
trend for lung cancer (Hou et al. 2006). 
Fourteen other pesticides were examined but 
were not associated with increased lung cancer 
incidence in pesticide applicators (atrazine, 
captan, carbaryl, chlorothalonil, cyanazine, 
dichlorvos, EPTC, fonofos, glyphosate, 
imazethapyr, malathion, permethrin, phorate, 
and trifluralin) (Alavanja et al. 2004; Bonner 
et al. 2007; De Roos et al. 2005a; Kang et al. 
2008; Koutros et al. 2008, 2009; Greenburg 
et al. 2008; Mahajan et al. 2006a, 2006b, 
2007; Mozzachio et al. 2008; Lynch et al. 
2006; Rusiecki et al. 2004, 2009; Samanic 
et al. 2006; van Bemmel et al. 2008).

Pancreatic cancer. Applicators in the high-
est categories of intensity-weighted EPTC and 
pendimethalin exposure-days had an increased 
risk of pancreatic cancer relative to nonex-
posed applicators, and we observed significant 
exposure–response trends for both pesticides 
(Andreotti et al. 2009). Eleven other pesti-
cides were examined but were not associated 
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Table 1. Pesticides associated with cancer in the AHS cohort. 

Cancer type Pesticide(s) Chemical family
Categorical  

exposure cutoff value RR or ORa (95% CI)
p-Value  
for trend References

All cancers Diazinon OP > 109 LDb

Highest IWLDb
1.58 (1.10–2.28)
1.41 (1.03–1.95)

0.007
0.033

Beane Freeman et al. 2005

EPTC Thiocarbamate > 50 LDc

> 112 IWLDc
1.28 (1.09–1.50)
1.16 (1.01–1.35)

< 0.01
0.02

van Bemmel et al. 2008

Lung Chlorpyrifos OP > 56 LDb

> 417 IWLDb
2.18 (1.31–3.64)
1.80 (1.00–3.23)

0.002
0.036

Lee et al. 2004a

Diazinon OP > 109 LDb

Highest IWLDb
3.46 (1.57–7.65)
1.55 (0.65–3.72)

0.001
0.22

Beane Freeman et al. 2005

Dicamba Benzoic acid > 224 LDb 3.10 (1.20–7.70) 0.04 Alavanja et al. 2004
Dieldrin OC > 50 LDb

> 9 LDd
5.30 (1.50–18.6)
2.80 (1.10–7.20)

0.005
0.02 Purdue et al. 2006

Metolachlor Chloroacetanilide Highest IWLDd

> 457 LDb
3.50 (1.60–7.70)
4.10 (1.60–10.4)

0.002
0.015 Alavanja et al. 2004

Pendimethalin Dinitroaniline > 224 LDb

>116 LDb

> 539 IWLDb

3.50 (1.10–10.5)
2.40 (1.10–5.30)
1.10 (0.50–2.60)

0.005
0.29
0.94

Hou et al. 2006

Pancreas EPTC Thiocarbamate > 118 IWLDd 2.50 (1.10–5.40) 0.01 Andreotti et al. 2009
Pendimethalin Dinitroaniline > 117 IWLDd 3.00 (1.30–7.20) 0.01

Colon Aldicarb Carbamate > 56 LDb 4.10 (1.30–12.8) 0.001 Lee et al. 2007a
Dicamba Benzoic acid > 116 LDb

> 739 IWLDb
3.29 (1.40–7.73)
2.57 (1.28–5.17)

0.02
0.002

Samanic et al. 2006

EPTC Thiocarbamate > 50 LDc

> 112 IWLDc
2.09 (1.26–3.47)
2.05 (1.34–3.14)

< 0.01
< 0.01

van Bemmel et al. 2008

Imazethapyr Imidazolinone > 311 IWLD (proximal)b
> 311 IWLD (distal)b

2.73 (1.42–5.25)
1.21 (0.55–2.68)

0.001
0.75

Koutros et al. 2009

Trifluralin Dinitroaniline > 224 LDb

> 1176 IWLDb
1.48 (0.78–2.80)
1.76 (1.05–2.95)

0.12
0.036

Kang et al. 2008

Rectum Chlordane OC > 9 LDd

Highest IWLDd
2.70 (1.10–6.80)
2.10 (0.90–5.30)

0.03
0.04

Purdue et al. 2006

Chlorpyrifos OP > 56 LDb

> 417 IWLDb

>109 LDb

3.25 (1.60–6.62)
3.16 (1.42–7.03)
2.70 (1.20–6.40)

0.035
0.057
0.008

Lee et al. 2004a

Lee et al. 2007a
Pendimethalin Dinitroaniline > 116 LDc

> 539 IWLDc
4.30 (1.50–12.7)
3.60 (1.20–11.3)

0.007
0.02

Hou et al. 2006

Toxaphene OC > 56 LDb 4.30 (1.20–15.8) 0.123 Lee et al. 2007a
Leukemia Chlordane/Heptachlor OC > 9 LDd

Highest IWLDd
2.60 (1.20–6.00)
2.10 (0.80–5.50)

0.02
0.10

Purdue et al. 2006

Chlorpyrifos OP > 56 LDb

> 417 IWLDb
2.15 (0.96–4.81)
3.01 (1.35–6.69)

0.36
0.15

Lee et al. 2004a

Diazinon OP > 39 LDc

Highest IWLDc
3.36 (1.08–10.5)
2.88 (0.92–9.03)

0.026
0.053

Beane Freeman et al. 2005

EPTC Thiocarbamate > 50 LDc

> 112 IWLDc
2.36 (1.16–4.84)
1.87 (0.97–3.59)

0.02
0.05

van Bemmel et al. 2008

Fonofos OP > 609 IWLDc 2.67 (1.06–6.70) 0.04 Mahajan et al. 2006a
All LH Alachlor Chloroacetanilide > 116 LDc

> 710 IWLDc
2.04 (0.89–4.65)
2.42 (1.00–5.89)

0.02
0.03

Lee et al. 2004b

Chlorpyrifos OP > 56 LDb

> 417 IWLDb
1.43 (0.86–2.36)
1.99 (1.22–3.26)

0.26
0.09

Lee et al. 2004a

Diazinon OP > 39 LDc

Highest IWLDc
1.84 (0.89–3.82)
2.01 (1.02–3.94)

0.094
0.049

Beane Freeman et al. 2005

Permethrin Pyrethroid > 50 LDc

> 220 IWLDc
1.64 (1.07–2.52)
1.31 (0.84–2.04)

0.35
0.60

Rusiecki et al. 2009

NHL Lindane OC > 22 LDd

Highest IWLDd
2.10 (0.80–5.50)
2.60 (1.10–6.40)

0.12
0.04

Purdue et al. 2006

Multiple myeloma Permethrin Pyrethroid > 50 LDc

> 220 IWLDc
5.72 (2.76–11.8)
5.01 (2.41–10.4)

< 0.01
< 0.01

Rusiecki et al. 2009

Bladder Imazethapyr Imidazolinone > 311 IWLDb 2.37 (1.20–4.68) 0.01 Koutros et al. 2009
Prostate Fonofos OP > 56 LDc

> 315 IWLDc
1.77 (1.03–3.05)
1.83 (1.12–3.00)

0.02
0.01

Mahajan et al. 2006a (for applicators 
with a family history of prostate cancer)

Methylbromide Halogenated alkane Highest IWLDe 3.47 (1.37–8.76) 0.004 Alavanja et al. 2003
Brain Chlorpyrifos OP > 56 LDb

> 417 IWLDb
2.58 (0.73–9.17)
4.03 (1.18–13.8)

0.076
0.036

Lee et al. 2004a

Melanoma Carbaryl Carbamate > 175 LDb

Highest intensity scoreb
4.11 (1.33–12.7)
1.54 (0.61–3.86)

0.07
0.92

Mahajan et al. 2007

Toxaphene OC > 25 LDd

Highest IWLDd
2.90 (1.10–8.10)
1.80 (0.70–5.10)

0.03
0.24

Purdue et al. 2006

Abbreviations: LH, lymphohematopoietic cancers; OC, organochlorine; OP, organophosphate. ORs were reported by Alavanja et al. (2003, 2004), Andreotti et al. (2009), and Lee et al. 
(2007b); all others are RRs. 
a All RRs and ORs were estimated relative to nonexposed applicators except those reported for alachlor and all LH (Lee et al. 2004b) and dicamba and colon (Samanic et al. 2006) and 
lung cancer (Alavanja et al. 2004), which are in reference to applicators in the lowest category of exposure. b Highest quintile. c Highest quartile. d Highest tertile. e Highest sixth.
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with pancreatic cancer [alachlor, atrazine, 
chlorpyrifos, cyanazine, 2,4-dichlorophenoxy 
acetic acid (2,4-D), dicamba, glyphosate, 
imazethapyr, metolachlor, terbufos, and tri-
fluralin] (Andreotti et al. 2009; De Roos et al. 
2005a; Rusiecki et al. 2004).

Colon and rectal cancer. Applicators with 
the highest LDs of exposure to aldicarb (Lee 
et al. 2007b), dicamba (Samanic et al. 2006), 
EPTC (van Bemmel et al. 2008), imazethapyr 
(Koutros et al. 2009), and trifluralin (Kang 
et al. 2008) had increased colon cancer inci-
dence relative to nonexposed applicators. For 
imazethapyr, excess colon cancer incidence 
was limited to the proximal colon (Koutros 
et al. 2009); other studies did not examine 
colon cancer according to location. Significant 
exposure–response relationships were observed 
for aldicarb, dicamba, EPTC, imazethapyr, 
and trifluralin, but few cases were available 
in the first (n = 7) and second tertiles (n = 4) 
of intensity-weighted EPTC exposure days. 
Applicators with the highest lifetime expo-
sure-days for chlordane (Purdue et al. 2006), 
chlorpyrifos (Lee et al. 2004a; 2007b), pen-
dimethalin (Hou et al. 2006), and toxaphene 
(Lee et al. 2007b) had increased rectal cancer 
risk relative to nonexposed applicators. Rectal 
cancer risk was also significantly increased 
when chlorpyrifos and pendimethalin expo-
sures were analyzed according to IWLDs 
(Hou et al. 2006; Lee et al. 2004a), and 
we observed significant exposure–response 
trends for chlordane (Purdue et al. 2006), 
chlorpyrifos (Lee et al. 2004a; 2007b), and 
pendimethalin (Hou et al. 2006). Seventeen 
other pesticides were examined but were not 
associated with colon or rectal cancer inci-
dence (2,4-D, alachlor, aldrin, atrazine, cap-
tan, carbaryl, carbofuran, chlorothalonil, 
cyanazine, diazinon, dichlorvos, fonofos, gly-
phosate, malathion, metolachlor, permethrin, 
and phorate) (Beane Freeman et al. 2005; 
Bonner et al. 2005, 2007; De Roos et al. 
2005a; Greenburg et al. 2008; Koutros et al. 
2008; Lee et al. 2004b, 2007b; Lynch et al. 
2006; Mahajan et al. 2006a, 2007; Mozzachio 
et al. 2008; Purdue et al. 2006; Rusiecki et al. 
2004, 2006, 2009).

All  lymphohematopoiet ic  cancers . 
Applicators in the highest category of inten-
sity-weighted alachlor exposure-days had an 
increased incidence of all lymphohemato-
poietic cancers relative to low-exposed appli-
cators (Lee et al. 2004b). Applicators in the 
highest categories of intensity-weighted expo-
sure-days for chlorpyrifos (Lee et al. 2004a) 
and diazinon (Beane Freeman et al. 2005) had 
an increased incidence of all lympho hemato-
poietic cancers relative to nonexposed applica-
tors, but RRs were not significantly increased 
when exposures were analyzed according to 
LDs of use. Applicators in the highest category 
of permethrin exposure-days had an increased 

incidence of all lymphohematopoietic can-
cers but the RR for the highest category of 
intensity-weighted permethrin exposure-days 
was not significantly increased (Rusiecki et al. 
2009). Significant exposure–response trends 
were observed for alachlor (Lee et al. 2004b) 
and diazinon (Beane Freeman et al. 2005). 
Fifteen other pesticides were examined but 
were not associated with lymphohemato-
poietic cancers (captan, carbaryl, carbofuran, 
cyanazine, dicamba, dichlorvos, EPTC, 
fonofos, glyphosate, imazethapyr, malathion, 
metolachlor, pendimethalin, phorate, and tri-
fluralin) (Bonner et al. 2005, 2007; De Roos 
et al. 2005a; Greenburg et al. 2008; Hou et al. 
2006; Kang et al. 2008; Koutros et al. 2008, 
2009; Lee et al. 2004b; Lynch et al. 2006; 
Mahajan et al. 2006a, 2006b, 2007; Rusiecki 
et al. 2006; Samanic et al. 2006).

Leukemia. Applicators with the highest 
LDs of exposure for heptachlor/ chlordane 
(Purdue et al. 2006), diazinon (Beane Freeman 
et al. 2005), and EPTC (van Bemmel et al. 
2008) had increased leukemia incidence 
relative to nonexposed applicators. When 
exposures were analyzed according to inten-
sity-weighted exposures-days, applicators in 
the highest categories of exposure for fono-
fos (Mahajan et al. 2006a) and chlorpyrifos 
(Lee et al. 2004a) also had increased leukemia 
incidence relative to nonexposed applicators. 
Significant dose–response relationships were 
observed for heptachlor/chlordane, diazinon, 
EPTC, and fonofos. Seven other pesticides 
were examined but were not associated with 
leukemia in pesticide applicators (alachlor, 
atrazine, carbaryl, glyphosate, imazethapyr, 
malathion, and trifluralin) (Bonner et al. 
2007; De Roos et al. 2005a; Kang et al. 2008; 
Koutros et al. 2009; Mahajan et al. 2007; 
Rusiecki et al. 2004, 2009).

Non-Hodgkin lymphoma. Applicators in 
the highest category of intensity-weighted 
exposure-days for lindane had increased 
non-Hodgkin lymphoma (NHL) incidence 
relative to nonexposed applicators, and a 
significant exposure–response trend was 
observed (Purdue et al. 2006). However, we 
did not observe a significant trend for lin-
dane when we analyzed exposures according 
to lifetime exposure-days. Sixteen other pes-
ticides were examined but were not associated 
with NHL in pesticide applicators (alachlor, 
atrazine, carbaryl, carbofuran, chlorpyrifos, 
cyanazine, diazinon, dicamba, EPTC, gly-
phosate, imazethapyr, malathion, metolachlor, 
pendimethalin, permethrin, and trifluralin) 
(Beane Freeman et al. 2005; Bonner et al. 
2005, 2007; De Roos et al. 2005a; Hou 
et al. 2006; Kang et al. 2008; Koutros et al. 
2009; Lee et al. 2004a, 2004b; Lynch et al. 
2006; Mahajan et al. 2007; Rusiecki et al. 
2004, 2006, 2009; Samanic et al. 2006; van 
Bemmel et al. 2008).

Multiple myeloma. Applicators in the 
highest categories of permethrin exposure had 
an increased incidence of multiple myeloma 
relative to nonexposed applicators, and we 
observed significant exposure–response pat-
terns (Rusiecki et al. 2009). However, ≤ 3 cases 
were available in the first and second tertiles 
of exposure; further evaluation of a potential 
exposure–response pattern is required once 
more cases have accrued. Four other pesticides 
were examined but were not associated with 
multiple myeloma (alachlor, atrazine, chlor-
pyrifos, and glyphosate) (De Roos et al. 2005a; 
Lee et al. 2004a, 2004b; Rusiecki et al. 2004).

Breast cancer. Engel et al. (2005) examined 
breast cancer incidence among farmers’ wives. 
Breast cancer incidence was decreased among 
women who reported ever applying pesticides 
relative to the general population (SIR = 0.87; 
95% CI, 0.89–1.24), and strong associations 
were not detected for specific pesticides. Ever 
use of pesticides in this study included use 
on crops and livestock as well as use in the 
home or garden. Although few women per-
sonally applied many of the pesticides exam-
ined, breast cancer incidence was increased 
among women whose husbands reported ever 
use of aldrin (RR = 1.9; 95% CI, 1.3–2.7), 
carbaryl (RR = 1.4; 95% CI, 1.0–2.0), chlor-
dane (RR = 1.7; 95% CI, 1.2–5.5), dieldrin 
(RR = 2.0; 95% CI, 1.1–3.3), heptachlor (RR 
= 1.6; 95% CI, 1.1–2.4), lindane (RR = 1.7; 
95% CI, 1.1–2.5), malathion (RR = 1.4; 95% 
CI, 1.0–2.0), 2,4,5-trichloro phenoxypropionic 
acid (2,4,5-TP) (RR = 2.0; 95% CI, 1.2–3.2) 
or captan (RR = 2.7; 95% CI, 1.7–4.3). RRs 
varied by menopausal status, with increased 
breast cancer incidence observed among pre-
menopausal women ever exposed to chlor-
pyrifos (RR = 2.2; 95% CI, 1.0– 4.9), 
dichlorvos (RR = 2.3; 95% CI, 1.0–5.3), or 
terbufos (RR = 2.6; 95% CI, 1.1–5.9) but 
not among postmenopausal women. Potential 
exposure–response patterns were not examined 
in this study because pesticide exposure infor-
mation was limited to ever/never use data. 
Other studies of pesticide exposure and breast 
cancer incidence in the AHS cohort have not 
been conducted to date.

Bladder cancer. Applicators in the highest 
category of intensity-weighted imazethapyr 
exposure-days had an increased incidence of 
bladder cancer relative to nonexposed appli-
cators, and a significant exposure–response 
pattern was observed (Koutros et al. 2009). 
Nine other pesticides were examined but were 
not associated with bladder cancer in pesti-
cide applicators (alachlor, atrazine, carbaryl, 
dicamba, EPTC, glyphosate, malathion, per-
methrin, and trifluralin) (Bonner et al. 2007; 
De Roos et al. 2005a; Kang et al. 2008; Lee 
et al. 2004b; Mahajan et al. 2007; Rusiecki 
et al. 2004, 2009; Samanic et al. 2006; van 
Bemmel et al. 2008).
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Prostate cancer. Applicators in the high-
est categories of fonofos exposure who also 
had a family history of prostate cancer had 
increased prostate cancer incidence relative 
to nonexposed applicators (Mahajan et al. 
2006a). Significant exposure–response pat-
terns were observed for both exposure mea-
sures, and the reported findings suggest that a 
family history of prostate cancer may modify 
prostate cancer risk in applicators exposed to 
fonofos. Applicators in the highest categories 
of fonofos exposure without a family his-
tory of prostate cancer did not have increased 
prostate cancer incidence (RRLD = 0.86; 95% 
CI, 0.60–1.24; RRIWLD = 0.96; 95% CI, 
0.70–1.31). Applicators in the highest cat-
egory of intensity-weighted exposure-days 
for methyl bromide had increased prostate 
cancer risk relative to nonexposed applica-
tors, and a significant exposure– response 
trend was observed (Alavanja et al. 2003). 
Twenty-three other pesticides were exam-
ined but were not associated with prostate 
cancer (alachlor, aldrin, atrazine, captan, 
carbo furan, carbaryl, chlorothalonil, chlorpy-
rifos, cyanazine, DDT, diazinon, dicamba, 
dichlorvos, EPTC, glyphosate, heptachlor, 
imazethapyr, malathion, metolachlor, pen-
dimethalin, permethrin, phorate, and triflu-
ralin) (Alavanja et al. 2003; Beane Freeman 
et al. 2005; Bonner et al. 2005, 2007; De 
Roos et al. 2005a; Greenburg et al. 2008; 
Hou et al. 2006; Kang et al. 2008; Koutros 
et al. 2008, 2009; Lynch et al. 2006; Mahajan 
et al. 2006b, 2007; Mozzachio et al. 2008; 
Rusiecki et al. 2004, 2006, 2009; Samanic 
et al. 2006; van Bemmel et al. 2008).

Brain cancer. Lee et al. (2004a) examined 
brain cancer incidence in pesticide applicators 
exposed to chlorpyrifos. Applicators in the 
highest category of intensity-weighted chlo-
rpyrifos exposure-days had increased brain 
cancer incidence relative to nonexposed appli-
cators, and a significant exposure–response 
pattern was observed. However, findings were 
based on small numbers of exposed cases 
(2 ≤ n ≤ 7) and the exposure–response trend 
was not monotonic, as the second-highest 
exposure group had a lower risk of brain can-
cer (RR = 1.25; 95% CI, 0.26–6.10) than 
applicators in the lowest category of exposure 
(RR = 3.32; 95% CI, 0.98–11.24). Elevated 
RRs were reported for the two highest catego-
ries of chlorpyrifos exposure-days, but these 
estimates were not significantly increased and 
a significant exposure–response trend was not 
observed. Other studies of pesticide exposure 
and brain cancer incidence in the AHS cohort 
have not been conducted to date.

Melanoma. Applicators in the highest 
categories of lifetime carbaryl (Mahajan et al. 
2007) and toxaphene (Purdue et al. 2006) 
exposure-days had an increased incidence of 
melanoma relative to nonexposed applicators. 

Significant exposure–response patterns were 
not observed for carbaryl when exposures were 
analyzed according to lifetime exposure-days 
or intensity-weighted exposure-days (Mahajan 
et al. 2007). We observed a significant expo-
sure–response trend with increasing LDs of 
toxaphene exposure but not when exposures 
were analyzed according to intensity-weighted 
exposure-days. Ten other pesticides were exam-
ined but were not associated with melanoma 
incidence in pesticide applicators (atrazine, 
diazinon, dicamba, EPTC, fonofos, glyphosate, 
imazethapyr, malathion, pendimethalin, and 
permethrin) (Beane Freeman et al. 2005; 
Bonner et al. 2007; De Roos et al. 2005a; Hou 
et al. 2006; Koutros et al. 2009; Mahajan et al. 
2006a; Rusiecki et al. 2004, 2009; Samanic 
et al. 2006; van Bemmel et al. 2008).

Other cancers. Kidney cancer. Six stud-
ies examined the relationship between pesti-
cide exposure and kidney cancer in pesticide 
applicators, but strong associations were not 
observed for any of the pesticides examined 
(atrazine, chlorpyrifos, glyphosate, imazethapyr, 
malathion, and trifluralin) (Bonner et al. 
2007; De Roos et al. 2005a; Kang et al. 2008; 
Koutros et al. 2009; Lee et al. 2004a; Rusiecki 
et al. 2004). Increased RRs were reported for 
applicators in the highest categories of triflura-
lin exposure relative to nonexposed applicators 
(RRLD = 2.06; 95% CI, 0.75–5.65; RRIWLD 
= 1.77; 95% CI, 0.73–4.30), but these esti-
mates were not significantly increased, and 
significant exposure–response trends were not 
observed for either exposure measure (Kang 
et al. 2008).

Childhood cancer. Flower et al. (2004) 
examined cancer incidence in children of male 
farmers in Iowa. Overall cancer incidence was 
increased among children of pesticide applica-
tors (SIR = 1.36; 95% CI, 1.03–1.79), and 
more lymphoma (SIR = 2.18; 95% CI, 1.13– 
4.19) and Hodgkin lymphoma (SIR = 2.56; 
95% CI, 1.06–6.14) cases were observed than 
expected based on childhood cancer rates in 
the Iowa population. However, SIRs for spe-
cific cancers were based on small numbers of 
cases (2 ≤ n ≤ 11). Cancer risk was increased 
among children whose fathers did not use 
chemically resistant gloves when mixing pes-
ticides relative to children with fathers who 
wore gloves (OR = 1.98; 95% CI, 1.05–3.76). 
In addition, relative to children of nonexposed 
men, children whose fathers used aldrin dur-
ing the prenatal period also had an increased 
cancer risk (OR = 2.66; 95% CI, 1.08–6.59). 
Potential exposure–response patterns were not 
examined for specific pesticides, however, and 
15 other pesticides examined in this study 
were not associated with childhood cancer 
(alachlor, atrazine, chlorpyrifos, cyanazine, 
2,4-D, dichlorvos, dicamba, EPTC, gly-
phosate, malathion, metolachlor, metribuzin, 
phorate, trifluralin, and terbufos).

Miscellaneous. Several studies examined 
the relationship between pesticide exposures 
and oral cavity cancers (De Roos et al. 2005a; 
Koutros et al. 2009; Rusiecki et al. 2004, 
2006), stomach cancer (Lee et al. 2004b), 
esophagus cancer (Lee et al. 2004a; Rusiecki 
et al. 2004), and thyroid cancer (Lee et al. 
2004b), but none of the six pesticides exam-
ined were associated with increased risk of these 
types of cancers (alachlor, atrazine, chlorpyri-
fos, glyphosate, imazethapyr, and metolachlor).

Discussion
Through March 2009, 27 studies examined 
the relationship between LDs or IWLDs of 
pesticide exposure and cancer incidence in 
the AHS cohort. Thirty-two different pes-
ticides were included in these studies, and 
most study participants personally applied 
pesticides for 11– 30 years before enrollment 
(Alavanja et al. 2005). When appropriate, all 
studies adjusted for the use of pesticides cor-
related with the specific pesticide of interest; 
however, it is possible that this adjustment did 
not completely isolate the independent effects 
of each individual pesticide or eliminate the 
impact of multiple exposures. Nonetheless, 
findings from Coble et al. (2002) suggest that 
the magnitude of bias due to confounding 
from exposure to multiple agents is likely to 
be minimal based on the proportion of farm-
ers reporting exposure to agents including 
cleaning solvents and diesel exhaust. Findings 
of chemical cohort analyses (i.e., studies of 
a single pesticide and multiple cancer types) 
and cancer site analyses (i.e., studies of 
a single cancer type and multiple pesticide 
exposures) were generally consistent with 
respect to the magnitude and direction of the 
observed associations. Specifically, chemical 
cohort and cancer site analysis were consis-
tent for carbaryl and colon cancer (no associa-
tion) (Lee et al. 2007b; Mahajan et al. 2007), 
chlorpyrifos and rectal cancer (significantly 
increased risk) (Lee et al. 2004a, 2007b), pen-
dimethalin, permethrin, and colorectal cancer 
(no association) (Hou et al. 2006; Lee et al. 
2007b; Rusiecki et al. 2009), carbofuran, 
chlorpyrifos, diazinon, dieldrin, pendimetha-
lin, and lung cancer (significantly increased 
risk) (Alavanja et al. 2004; Beane Freeman 
et al. 2005; Bonner et al. 2005; Hou et al. 
2006; Lee et al. 2004a; Purdue et al. 2006), 
dicamba and lung cancer (no association 
with nonexposed reference group) (Alavanja 
et al. 2004; Samanic et al. 2006), atrazine, 
glyphosate, and pancreatic cancer (no asso-
ciation) (Andreotti et al. 2009; De Roos et al. 
2005a; Rusiecki et al. 2004), and atrazine, 
captan, carbofuran, permethrin, and pros-
tate cancer (no association) (Alavanja et al. 
2003; Bonner et al. 2005; Greenburg et al. 
2008; Rusiecki et al. 2004, 2009). Findings 
of Lee et al. (2007b) and Purdue et al. (2006) 
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were somewhat inconsistent with respect to 
the relationship between chlordane and rec-
tal cancer. Specifically, Purdue et al. (2006) 
reported an increased RR for applicators with 
> 9 LDs of chlordane exposure, whereas Lee 
et al. (2007b) did not observe increased rectal 
cancer incidence among applicators with > 56 
days of exposure. However, in the analysis 
conducted by Lee et al. (2007b), only two 
exposed cases were available in the highest 
exposure group (> 56 LDs), and rectal can-
cer incidence was increased among applica-
tors with 20–56 days of chlordane exposure. 
Therefore, both studies provide evidence of 
an association between chlordane and rectal 
cancer even though Lee et al. (2007b) did 
not observe an increased OR in the highest 
category of exposure. Chemical cohort analy-
sis for metolachlor (Rusiecki et al. 2006) did 
not confirm the previously observed associa-
tion with lung cancer (Alavanja et al. 2004). 
One explanation for this discrepancy may 
be that the association reported by Alavanja 
et al. (2004) occurred by chance, as find-
ings were based on fewer exposed cases and 
were less precise. Alternatively, differences 
in cutoff points used for the highest expo-
sure groups may explain this inconsistency; 
a value of 457 LDs was used by Alavanja 
et al. (2003), whereas a value of 116 LDs 
was used by Rusiecki et al. (2006). Therefore, 
it is possible that an increased RR was not 
reported by Rusiecki et al. (2006) because 
the highest exposure group included applica-
tors with exposure levels below those likely 
to result in increased cancer risk. This pos-
sibility is supported by the fact that Alavanja 
et al. (2003) did not observe an associa-
tion between metolachlor and lung cancer 
among applicators exposed for 116–457 
LDs. Finally, increased risks of colon can-
cer observed in chemical specific analyses for 

dicamba (Samanic et al. 2006) and trifluralin 
(Kang et al. 2008) do not agree with findings 
reported in cancer-specific analyses (Lee et al. 
2007b). However, analyses for dicamba and 
trifluralin were limited to ever/never expo-
sure classification in the study by Lee et al. 
(2007b), whereas Samanic et al. (2006) and 
Kang et al. (2008) reported increased RRs 
for colon cancer when exposures were ana-
lyzed according to intensity-weighted expo-
sure days. Therefore, differences in exposure 
classification may account for discrepancies 
observed between these studies.

In total, 19 pesticides were associated with 
a significantly increased risk of at least one 
type of cancer. Clear similarities by type (i.e., 
insecticide, herbicide, or fungicide), chemical 
structure, or chemical family were not appar-
ent among these pesticides (Table 1). Seven 
of these 19 pesticides are no longer regis-
tered for use in Canada or the United States 
(chlordane, dieldrin, fonofos, heptachlor, lin-
dane, methyl bromide, and toxaphene), and 
three additional pesticides, alachlor, aldicarb, 
and metolachlor, are registered for use in the 
United States but are not registered in Canada. 
Of the remaining pesticides currently regis-
tered for use in Canada or the United States, 
statistically significant exposure–response 
trends were observed for alachlor (all lym-
phohematopoietic), aldicarb (colon), carbaryl 
(melanoma), chlorpyrifos (lung, rectal), diazi-
non (all cancers, all lympho hemato poietic, 
leukemia, lung), dicamba (colon, lung), EPTC 
(all cancers, colon, pancreas), imazethapyr 
(bladder, colon), metolachlor (lung), pendi-
methalin (lung, pancreas, rectal), permethrin 
(multiple myeloma), and tri fluralin (colon) 
(Alavanja et al. 2004; Andreotti et al. 2009; 
Beane Freeman et al. 2005; Hou et al. 2006; 
Kang et al. 2008; Koutros et al. 2009; Lee 
et al. 2004a, 2004b, 2007b; Mahajan et al. 

2007; Rusiecki et al. 2006, 2009; Samanic 
et al. 2006; van Bemmel et al. 2008). These 
pesticides are listed in Table 2 along with ani-
mal toxicologic evidence of carcinogenicity 
noted by the U.S. EPA (2007), Canadian Pest 
Management Regulatory Agency (PMRA) 
(Health Canada 2003, 2005, 2007, 2008), 
and the International Agency for Research on 
Cancer (IARC 2010). The U.S. EPA classifica-
tion terms “likely” and “not likely” in Table 2 
do not correspond to quantifiable probabili-
ties of carcinogenicity but instead reflect the 
weight of animal toxicologic evidence for or 
against such a relationship (i.e., a classification 
of “likely” does not mean that a given pesticide 
is a confirmed carcinogen, but only that such 
an effect is plausible give current toxicologic 
evidence).

The IARC has not evaluated most pes-
ticides listed in Table 2 (alachlor, chlorpyri-
fos, diazinon, dicamba, EPTC, imazethapyr, 
metolachlor, pendimethalin, and trifluralin) 
and considers the remaining pesticides (aldi-
carb, carbaryl, and permethrin) not classifi-
able with respect to human carcinogenicity 
(group 3). Evidence of carcinogenicity was 
noted by the U.S. EPA and/or PMRA in 
animal toxicity studies for alachlor, carbaryl, 
metolachlor, pendimethalin, permethrin, and 
trifluralin, thus supporting the biological plau-
sibility of associations observed for these pes-
ticides. The remaining registered pesticides for 
which exposure–response relationships were 
observed are not considered carcinogenic by 
the U.S. EPA or PMRA (aldicarb, chlorpyrifos, 
diazinon, dicamba, EPTC, and imazethapyr).

Risk estimates were imprecise for most 
registered pesticides that displayed an 
 exposure–response pattern with at least one 
type of cancer because of small numbers of 
exposed cases. Specifically, ≤ 12 cases were 
available in the highest categories of exposure 

Table 2. Evidence of carcinogenicity noted as of March 2009 by the U.S. EPA, PMRA, and IARC for registered pesticides that displayed a significant exposure–
response relationship with at least one type of cancer.

Pesticide Type

Cancer type(s) with  
exposure–response 
in the AHS cohort

Organization

U.S. EPA PMRA IARC
Alachlor (Lee et al. 2004b) Herbicide All LH Likely (high doses) /

not likely (low doses)
Not registered in Canada Not evaluated

Aldicarb (Lee et al. 2007a) Insecticide Colon Group Ea Not registered in Canada Group 3b

Carbaryl (Mahajan et al. 2007) Insecticide Melanoma Likely Under re-evaluation (positive)c Group 3b

Chlorpyrifos (Lee et al. 2004a, 2007b) Insecticide Lung, rectum Group Ea Negatived Not evaluated
Diazinon (Alavanja et al. 2004; Beane Freeman et al. 

2005)
Insecticide All cancers, all LH, 

leukemia, lung
Not likely Negatived Not evaluated

Dicamba (Alavanja et al. 2004; Samanic et al. 2006) Herbicide Colon, lung Not likely Negatived Not evaluated
EPTC (Andreotti et al. 2009; van Bemmel et al. 2008) Herbicide All cancers, colon, 

leukemia, pancreas
Not likely Negatived Not evaluated

Imazethapyr (Koutros et al. 2009) Herbicide Bladder, colon Not likely Under re-evaluation (negative)d Not evaluated
Metolachlor (Alavanja et al. 2004) Herbicide Lung Group Ce Not registered in Canada Not evaluated
Pendimethalin (Alavanja et al. 2004; Andreotti et al. 

2009; Hou et al. 2006)
Herbicide Lung, rectum, 

pancreas
Group Ce Positivec Not evaluated

Permethrin (Rusiecki et al. 2006, 2009) Insecticide Myeloma Likely Positivec Group 3b

Trifluralin (Kang et al. 2008) Herbicide Colon Group Ce Positivec Not evaluated
a Evidence of noncarcinogenicity in humans. b Not classifiable as to carcinogenicity to humans. c Evidence of carcinogenicity noted in animal toxicology database. d No evidence of 
 carcinogenicity in animal toxicology database. e Possible human carcinogen. 

Case 3:16-md-02741-VC   Document 1217-9   Filed 03/14/18   Page 6 of 9



Pesticides and cancer in the Agricultural Health Study

Environmental Health Perspectives t VOLUME 118 | NUMBER 8 | August 2010 1123

for aldicarb (colon), carbaryl (melanoma), 
chlor pyrifos (rectal), diazinon (all LH, leuke-
mia, lung), dicamba (lung), EPTC (pancreas), 
imazethapyr (colon, bladder), metolachlor 
(lung), pendimethalin (lung, pancreas, rec-
tal), and permethrin (multiple myeloma). As 
a result, little can be concluded at this time 
regarding the causal nature of these associa-
tions, and further analyses are required once 
more cases have accrued. RRs for chlorpyrifos 
and lung cancer and EPTC and colon cancer 
were more precise, each indicating that can-
cer incidence doubled in the highest expo-
sure groups relative to nonexposed applicators 
(Lee et al. 2004a; van Bemmel et al. 2008). 
However, the weight of biological evidence 
reviewed by the U.S. EPA and PMRA does 
not suggest that chlorpyrifos and EPTC are 
carcinogenic (Health Canada 2003, 2008; 
Smegal 2002; U.S. EPA 1999). One expla-
nation for discrepancies between AHS find-
ings and toxicologic evidence may be that 
animal toxicity tests typically reflect exposure 
to a single pesticide active ingredient and not 
the end-use product or multiple products. 
Therefore, real-life exposures in the field are 
not equivalent to what is tested in animal tox-
icity studies. Alternatively, some AHS find-
ings may have occurred by chance because 
of the large number of multiple comparisons 
or bias from uncontrolled confounding or 
other source of bias. Nevertheless, as many 
of the studies reviewed are the first to exam-
ine the reported associations, the findings are 
useful for generating hypotheses that require 
confirmation in future studies. Going for-
ward, adjustment for multiple comparisons 
will be important to avoid spurious associa-
tions. Likewise, bias analysis may be helpful 
in characterizing overall uncertainty in AHS 
findings; a recent study by Lash (2007) illus-
trates how conventional frequentist methods 
may understate uncertainty in effect measures 
by quantifying only random error and may 
result in bias away from the null.

Epidemiologic evidence outside the AHS 
cohort remains limited with respect to asso-
ciations observed for specific pesticides and 
cancer types listed in Table 2. Three stud-
ies examined cancer incidence in a cohort 
of alachlor manufacturing workers in Iowa 
(Acquavella et al. 1996, 2004; Leet et al. 
1996). Lymphohematopoietic tumors were 
increased in one of these studies relative to 
expected values in the Iowa population (SIR 
= 3.6; 95% CI, 1.2–8.5) (Leet et al. 1996); 
however, this estimate was based on only five 
exposed cases, and potential confounding fac-
tors were not included in the analyses. Two or 
fewer lymphohematopoietic cancer cases were 
available in studies conducted by Acquavella 
et al. (1996, 2004), and in general, none of 
the three studies of alachlor manufactur-
ing workers provides strong evidence of an 

important relationship between alachlor and 
cancer. Studies of carbaryl and melanoma 
have not been conducted outside the AHS 
cohort, but Zheng et al. (2001) reported an 
association between small-cell lymphoma 
among participants exposed to carbaryl in a 
pooled analysis of three case–control studies 
in the United States (Cantor et al. 1992; Hoar 
et al. 1986; Zahm et al. 1990). However, car-
baryl exposure was not associated with NHL 
in a Canadian case–control study after adjust-
ing for a number of potential confounding 
factors (McDuffie et al. 2001), and carbaryl 
was not associated with NHL in the AHS 
cohort (Mahajan et al. 2007). A case–control  
study examined lung cancer mortality in 
Florida pest control workers exposed to chlor-
pyrifos and diazinon, but neither pesticide 
was associated with a significantly increased 
risk of lung cancer mortality (Pesatori et al. 
1994). Chlorpyrifos and diazinon were iden-
tified as possible risk factors for NHL in a 
pooled analysis of three case–control studies 
in Iowa, Minnesota, Kansas, and Nebraska 
(Waddell et al. 2001); however, these pesti-
cides were not associated with NHL in the 
AHS cohort (Beane Freeman et al. 2005; Lee 
et al. 2004a). One previous case–control study 
observed an association between dicamba and 
NHL (McDuffie et al. 2001), but dicamba 
was not associated with NHL in the AHS 
cohort. Hoar et al. (1986) noted an associa-
tion between NHL and trifluralin exposure 
based on only three exposed cases, but a more 
recent pooled analysis did not observe a sig-
nificant relationship between trifluralin and 
NHL (De Roos et al. 2003). Previous studies 
of chlorpyrifos and rectal cancer and diazinon 
and leukemia were not identified. Likewise, 
studies of aldicarb, dicamba, and colon can-
cer, EPTC and colon or pancreatic cancer, 
imazethapyr and bladder or colon cancer, 
metolachlor and lung cancer, pendimethalin 
and lung, rectal, or pancreatic cancer, per-
methrin and myeloma, and trifluralin and 
colon cancer were not identified outside the 
AHS cohort, and epidemiologic evidence in 
general is limited for these pesticides.

Exposure assessment is a challenge in 
large-scale epidemiologic studies, as it is often 
not possible to obtain quantitative exposure 
data at etiologically relevant time periods for 
large numbers of study participants. In the 
AHS, self-reported LDs and IWLDs of pesti-
cide exposure are used as the primary exposure 
measures. To date, four studies have examined 
the validity of the intensity-weighted exposure 
algorithm used in the AHS (Acquavella et al. 
2006; Coble et al. 2005; Thomas et al. 2009). 
Two of these studies were conducted using 
data from the Pesticide Exposure Assessment 
Study conducted in Canada (Acquavella et al. 
2006; Coble et al. 2005), and the remaining 
two studies were conducted using members of 

the AHS cohort (Hines et al. 2008; Thomas 
et al. 2009). In general, validation studies 
have observed low to moderate correlations 
between exposure intensity algorithm scores 
and urinary biomarkers of 2,4-D, 4-chloro-2-
methylphenoxyacetic acid (MCPA), captan, 
glyphosate, and chlorpyrifos (Acquavella et al. 
2006; Coble et al. 2005; Hines et al. 2008; 
Thomas et al. 2009). Low to moderate corre-
lations were also reported between algorithm 
scores and quantitative levels of 2,4-D and 
chlorpyrifos measured in hand-wipe samples, 
dermal patches, and personal air samples 
(Thomas et al. 2009); however, correlations 
between algorithm scores and quantitative 
measures of chlorpyrifos exposure varied by 
application method, with stronger correlations 
observed for liquid spray applications relative 
to granular in-furrow applications. For cap-
tan, intensity-weighted algorithm scores were 
predictive of exposure levels measured on der-
mal patch samples located on the thighs of 
pesticide applicators but were not significant 
predictors of captan levels measured in per-
sonal air samples, hand rinses, and forearm 
patches (Hines et al. 2008). Weighted kappa 
values for categorical agreement between algo-
rithm scores and biomarker levels were low 
to moderate (0.07 < kappa < 0.37) in valida-
tion studies conducted to date, and consider-
able overlap in urinary biomarker levels was 
apparent between exposure categories based 
on algorithm scores (Acquavella et al. 2006; 
Thomas et al. 2009). However, algorithm 
scores were able to detect significant trends in 
urine and hand-wipe concentrations of 2,4-D 
(Coble et al. 2005; Thomas et al. 2009) and 
urine concentrations of MCPA (Coble et al. 
2005), and in general, biomarker levels tended 
to be greatest among participants labeled as 
having the highest exposures (Acquavella et al. 
2006; Thomas et al. 2009).

Exposure misclassification undoubtedly 
had an impact on AHS findings reported 
to date. As participants reported exposures 
prior to disease onset, the process of exposure 
misclassification in the AHS cohort is likely 
to be nondifferential; however, this does not 
guarantee bias toward the null in any indi-
vidual study (Dosemeci et al. 1990; Jurek 
et al. 2005; 2008; Pearce et al. 2007; Sorahan 
and Gilthorpe 1994; Thomas 1995). What 
seems apparent from validation studies is that 
the exposure intensity algorithm is capable of 
differentiating subjects with the highest and 
lowest exposure levels but is less capable of 
valid exposure classification across an exposure 
gradient. Unfortunately, this limits the ability 
to detect exposure–response patterns, as sub-
stantial exposure misclassification is expected 
to occur across categories of exposure. Further 
validation of the exposure intensity algorithm 
in biomonitoring studies for an expanded 
group of pesticides may help to characterize 
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this uncertainty. Similarly, the applicability of 
intensity-weighted exposure measures in stud-
ies of lung cancer requires further evaluation, 
as the algorithm weighs dermal exposures 
most heavily (Dosemeci et al. 2002) and may 
not offer an improvement over lifetime-expo-
sure days for outcomes related to inhalation 
exposures. Finally, it is not clear how current 
exposure levels compare with those during 
etiologically relevant time periods, as the first 
years of pesticide use often occurred decades 
prior to enrollment in the AHS.

Conclusions
We reviewed 28 studies of pesticide expo-
sure and cancer incidence in the AHS cohort. 
Most of the 32 pesticides examined were not 
strongly associated with cancer, but increased 
RRs/ORs and positive exposure–response 
relationships were observed for 12 pesti-
cides currently registered in Canada and/or 
the United States. However, RRs and ORs 
were often imprecise because of small num-
bers of exposed cases, and further follow-up 
is required once more cases have accrued. 
Epidemiologic evidence outside the AHS 
cohort remains limited with respect to most 
of the observed associations, but animal toxic-
ity data support the possible carcinogenicity 
of alachlor, carbaryl, metolachlor, pendime-
thalin, permethrin, and trifluralin. Although 
the exposure intensity algorithm developed 
for the AHS offers an improvement over ever/
never exposure classification often employed 
in environmental health studies, exposure 
misclassification remains a concern. In par-
ticular, analysis of exposure–response trends 
is limited by expected exposure misclassifica-
tion across categories of LDs and IWLDs. 
Further validation of the exposure intensity 
algorithm for an expanded group of pesticides 
will help to characterize uncertainty resulting 
from exposure misclassification. In addition, 
continued follow-up of the AHS cohort as a 
whole will help to clarify associations reported 
to date. In doing so, particular attention 
should be paid to registered pesticides that 
displayed evidence of a possible association 
with cancer.
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The International Agency for Research on
Cancer (IARC) Monographs Programme
identifies chemicals, drugs, mixtures,
occupational exposures, lifestyles and per-
sonal habits, and physical and biological

agents that cause cancer in humans and
has evaluated about 1000 agents since
1971. Monographs are written by ad hoc
Working Groups (WGs) of international
scientific experts over a period of about
12 months ending in an eight-day
meeting. The WG evaluates all of the
publicly available scientific information on
each substance and, through a transparent
and rigorous process,1 decides on the
degree to which the scientific evidence

supports that substance’s potential to
cause or not cause cancer in humans.

For Monograph 112,2 17 expert scien-
tists evaluated the carcinogenic hazard for
four insecticides and the herbicide glypho-
sate.3 The WG concluded that the data
for glyphosate meet the criteria for classi-
fication as a probable human carcinogen.

The European Food Safety Authority
(EFSA) is the primary agency of the
European Union for risk assessments
regarding food safety. In October 2015,
EFSA reported4 on their evaluation of the
Renewal Assessment Report5 (RAR) for
glyphosate that was prepared by the
Rapporteur Member State, the German
Federal Institute for Risk Assessment
(BfR). EFSA concluded that ‘glyphosate is
unlikely to pose a carcinogenic hazard to
humans and the evidence does not
support classification with regard to its
carcinogenic potential’. Addendum 1 (the
BfR Addendum) of the RAR5 discusses the
scientific rationale for differing from the
IARC WG conclusion.

Serious flaws in the scientific evaluation
in the RAR incorrectly characterise the
potential for a carcinogenic hazard from
exposure to glyphosate. Since the RAR is
the basis for the European Food Safety
Agency (EFSA) conclusion,4 it is critical
that these shortcomings are corrected.

THE HUMAN EVIDENCE
EFSA concluded ‘that there is very limited
evidence for an association between
glyphosate-based formulations and
non-Hodgkin lymphoma (NHL), overall
inconclusive for a causal or clear associa-
tive relationship between glyphosate and
cancer in human studies’. The BfR
Addendum (p. ii) to the EFSA report
explains that ‘no consistent positive asso-
ciation was observed’ and ‘the most
powerful study showed no effect’. The
IARC WG concluded there is limited evi-
dence of carcinogenicity in humans which
means “A positive association has been
observed between exposure to the agent
and cancer for which a causal interpret-
ation is considered by the Working Group
to be credible, but chance, bias or con-
founding could not be ruled out with rea-
sonable confidence.”1

The finding of limited evidence by the
IARC WG was for NHL, based on high-
quality case–control studies, which are
particularly valuable for determining the
carcinogenicity of an agent because their
design facilitates exposure assessment and
reduces the potential for certain biases.
The Agricultural Health Study6 (AHS)
was the only cohort study available pro-
viding information on the carcinogenicity
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of glyphosate. The study had a null
finding for NHL (RR 1.1, 0.7–1.9) with
no apparent exposure–response relation-
ship in the results. Despite potential
advantages of cohort versus case–control
studies, the AHS had only 92 NHL cases
in the unadjusted analysis as compared to
650 cases in a pooled case–control ana-
lysis from the USA.7 In addition, the
median follow-up time in the AHS was
6.7 years, which is unlikely to be long
enough to account for cancer latency.8

The RAR classified all of the case–
control studies as ‘not reliable,’ because,
for example, information on glyphosate
exposure, smoking status and/or previous
diseases had not been assessed. In most
cases, this is contrary to what is actually
described in the publications.
Well-designed case–control studies are
recognised as strong evidence and rou-
tinely relied on for hazard evaluations.9 10

The IARC WG carefully and thoroughly
evaluated all available epidemiology data,
considering the strengths and weaknesses
of each study. This is key to determining
that the positive associations seen in the
case–control studies are a reliable indica-
tion of an association and not simply due
to chance or methodological flaws. To
provide a reasonable interpretation of the
findings, an evaluation needs to properly
weight studies according to quality rather
than simply count the number of positives
and negatives. The two meta-analyses
cited in the IARC Monograph11 are excel-
lent examples of objective evaluations and
show a consistent positive association
between glyphosate and NHL.

The final conclusion5 (Addendum 1,
p.21) that “there was no unequivocal evi-
dence for a clear and strong association of
NHL with glyphosate” is misleading.
IARC, like many other groups, uses three
levels of evidence for human cancer data.1

Sufficient evidence means ‘that a causal
relationship has been established’ between
glyphosate and NHL. BfR’s conclusion is
equivalent to deciding that there is not
sufficient evidence. Legitimate public
health concerns arise when ‘causality is
credible’, that is, when there is limited evi-
dence of carcinogenicity.

EVIDENCE FROM ANIMAL
CARCINOGENICITY STUDIES
EFSA concluded ‘No evidence of carcino-
genicity was confirmed by the majority of
the experts (with the exception of one
minority view) in either rats or mice due
to a lack of statistical significance in pair-
wise comparison tests, lack of consistency
in multiple animal studies and slightly
increased incidences only at dose levels at

or above the limit dose/maximum toler-
ated dose (MTD), lack of preneoplastic
lesions and/or being within historical
control range’. The IARC WG review
found a significant positive trend for renal
tumours in male CD-1 mice,12 a rare
tumour, although no comparisons of any
individual exposure group to the control
group were statistically significant. The
WG also identified a significant positive
trend for hemangiosarcoma in male CD-1
mice,13 again with no individual exposure
group significantly different from con-
trols. Finally, the WG also saw a signifi-
cant increase in the incidence of
pancreatic islet cell adenomas in two
studies in male Sprague-Dawley rats.14–16

In one of these rat studies, thyroid gland
adenomas in females and liver adenomas
in males were also increased. By the IARC
review criteria,1 this constitutes sufficient
evidence in animals.
The IARC WG reached this conclusion

using data that were publicly available in
sufficient detail for independent scientific
evaluation (a requirement of the IARC
Preamble1). On the basis of the BfR
Addendum, it seems there were three add-
itional mouse studies and two additional
rat studies that were unpublished and
available to EFSA. Two of the additional
studies were reported to have a significant
trend for renal tumours, one in CD-1 mice
(Sugimoto. 18-Month Oral Oncogenicity
Study in Mice. Unpublished, designated
ASB2012–11493 in RAR. 1997), and one
in Swiss-Webster mice (Unknown. A
chronic feeding study of glyphosate
(roundup technical) in mice. Unpublished,
designated ABS2012–11491 in RAR.
2001). One of these studies (Sugimoto.
Unpublished, 1997) also reported a signifi-
cant trend for hemangiosarcoma. The
RAR also reported two studies in CD-1
mice showing significant trends for malig-
nant lymphoma (Sugimoto. Unpublished,
1997; Unknown. Glyphosate Technical:
Dietary Carcinogencity Study in
the Mouse. Unpublished, designated
ABS2012–11492 in RAR. 2009).
The RAR dismissed the observed trends

in tumour incidence because there are no
individual treatment groups that are sig-
nificantly different from controls and
because the maximum observed response
is reportedly within the range of the his-
torical control data (Table 5.3–1, p.90).
Care must be taken in using historical
control data to evaluate animal carcino-
genicity data. In virtually all guide-
lines,1 17 18 scientific reports19 and
publications20–23 on this issue, the recom-
mended first choice is the use of concur-
rent controls and trend tests, even in the

EC regulations cited in the RAR18 (see
p.375). Trend tests are more powerful
than pairwise comparisons, particularly
for rare tumours where data are sparse.
Historical control data should be from
studies in the same time frame, for the
same animal strain, preferably from the
same laboratory or the same supplier and
preferably reviewed by the same patholo-
gist.17 18 While the EFSA final peer
review4 mentions the use of historical
control data from the original laboratory,
no specifics are provided and the only
referenced historical control data24 are in
the BfR addendum.5 One of the mouse
studies12 was clearly done before this his-
torical control database was developed,
one study (Sugimoto. Unpublished, 1997)
used Crj:CD-1 mice rather than Crl:CD-1
mice, and one study13 did not specify the
substrain and was reported in 1993 (prob-
ably started prior to 1988). Hence, only a
single study (Unknown. Unpublished,
2009) used the same mouse strain as the
cited historical controls, but was reported
more than 10 years after the historical
control data set was developed.

The RAR dismissed the slightly
increased tumour incidences in the studies
considered because they occurred “only at
dose levels at or above the limit dose/
maximum tolerated dose (MTD)”, and
because there was a lack of preneoplastic
lesions. Exceeding the MTD is demon-
strated by an increase in mortality or
other serious toxicological findings at the
highest dose, not by a slight reduction in
body weight. No serious toxicological
findings were reported at the highest
doses for the mouse studies in the RAR.
While some would argue that these high
doses could cause cellular disruption (eg,
regenerative hyperplasia) leading to
cancer, no evidence of this was reported
in any study. Finally, a lack of preneoplas-
tic lesions for a significant neoplastic
finding is insufficient reason to discard the
finding.

MECHANISTIC INFORMATION
The BfR Addendum dismisses the IARC
WG finding that ‘there is strong evidence
that glyphosate causes genotoxicity’ by
suggesting that unpublished evidence not
seen by the IARC WG was overwhelm-
ingly negative and that, since the reviewed
studies were not done under guideline
principles, they should get less weight. To
maintain transparency, IARC reviews only
publicly available data. The use of confi-
dential data submitted to the BfR makes it
impossible for any scientist not associated
with BfR to review this conclusion.
Further weakening their interpretation,
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the BfR did not include evidence of
chromosomal damage from exposed
humans or human cells that were high-
lighted in Tables 4.1 and 4.2 of the IARC
Monograph 3

The BfR confirms (p.79) that the
studies evaluated by the IARC WG on
oxidative stress were predominantly posi-
tive but does not agree that this is strong
support for an oxidative stress mechan-
ism. They minimise the significance of
these findings predominantly because of a
lack of positive controls in some studies
and because many of the studies used gly-
phosate formulations and not pure gly-
phosate. In contrast, the WG concluded
that (p.77) ‘Strong evidence exists that
glyphosate, AMPA and glyphosate-based
formulations can induce oxidative stress’.
From a scientific perspective, these types
of mechanistic studies play a key role in
distinguishing between the effects of mix-
tures, pure substances and metabolites.

Finally, we strongly disagree that data
from studies published in the peer-
reviewed literature should automatically
receive less weight than guideline studies.
Compliance with guidelines and Good
Laboratory Practice does not guarantee
validity and relevance of the study design,
statistical rigour and attention to sources
of bias.25 26 The majority of research after
the initial marketing approval, including
epidemiology studies, will be conducted
in research laboratories using various
models to address specific issues related to
toxicity, often with no testing guidelines
available. Peer-reviewed and published
findings have great value in understanding
mechanisms of carcinogenicity and should
be given appropriate weight in an evalu-
ation based on study quality, not just on
compliance with guideline rules.

GENERAL COMMENTS
Science moves forward on careful evalua-
tions of data and a rigorous review of
findings, interpretations and conclusions.
An important aspect of this process is
transparency and the ability to question or
debate the findings of others. This ensures
the validity of the results and provides a
strong basis for decisions. Many of the
elements of transparency do not exist for
the RAR.5 For example, citations for
almost all references, even those from the
open scientific literature, have been
redacted. The ability to objectively evalu-
ate the findings of a scientific report
requires a complete list of cited support-
ing evidence. As another example, there
are no authors or contributors listed for
either document, a requirement for publi-
cation in virtually all scientific journals

where financial support, conflicts of inter-
est and affiliations of authors are fully dis-
closed. This is in direct contrast to the
IARC WG evaluation listing all authors,
all publications and public disclosure of
pertinent conflicts of interest prior to the
WG meeting.27

Several guidelines have been devised for
conducting careful evaluation and analysis
of carcinogenicity data, most after con-
sultation with scientists from around the
world. Two of the most widely used
guidelines in Europe are the OECD guid-
ance on the conduct and design of
chronic toxicity and carcinogenicity
studies17 and the European Chemicals
Agency Guidance on Commission
Regulation (EU) No 286/2011;18 both are
cited in the RAR. The methods used for
historical controls and trend analysis are
inconsistent with these guidelines.
Owing to the potential public health

impact of glyphosate, which is an exten-
sively used pesticide, it is essential that all
scientific evidence relating to its possible
carcinogenicity is publicly accessible and
reviewed transparently in accordance with
established scientific criteria.

SUMMARY
The IARC WG concluded that glyphosate
is a ‘probable human carcinogen’, putting
it into IARC category 2A due to sufficient
evidence of carcinogenicity in animals,
limited evidence of carcinogenicity in
humans and strong evidence for two car-
cinogenic mechanisms.
▸ The IARC WG found an association

between NHL and glyphosate based
on the available human evidence.

▸ The IARC WG found significant car-
cinogenic effects in laboratory animals
for rare kidney tumours and heman-
giosarcoma in two mouse studies and
benign tumours in two rat studies.

▸ The IARC WG concluded that there
was strong evidence of genotoxicity
and oxidative stress for glyphosate,
entirely from publicly available
research, including findings of DNA
damage in the peripheral blood of
exposed humans.
The RAR concluded5 (Vol. 1, p.160)

that ‘classification and labelling for car-
cinogenesis is not warranted’ and ‘glypho-
sate is devoid of genotoxic potential’.
▸ EFSA4 classified the human evidence

as ‘very limited’ and then dismissed
any association of glyphosate with
cancer without clear explanation or
justification.

▸ Ignoring established guidelines cited in
their report, EFSA dismissed evidence
of renal tumours in three mouse

studies, hemangiosarcoma in two
mouse studies and malignant lymph-
oma in two mouse studies. Thus, EFSA
incorrectly discarded all findings of
glyphosate-induced cancer in animals
as chance occurrences.

▸ EFSA ignored important laboratory
and human mechanistic evidence of
genotoxicity.

▸ EFSA confirmed that glyphosate
induces oxidative stress but then,
having dismissed all other findings of
possible carcinogenicity, dismissed this
finding on the grounds that oxidative
stress alone is not sufficient for car-
cinogen labelling.
The most appropriate and scientifically

based evaluation of the cancers reported
in humans and laboratory animals as well
as supportive mechanistic data is that gly-
phosate is a probable human carcinogen.
On the basis of this conclusion and in the
absence of evidence to the contrary, it is
reasonable to conclude that glyphosate
formulations should also be considered
likely human carcinogens. The CLP
Criteria18 (Table 3.6.1, p.371) allow for a
similar classification of Category 1B when
there are ‘studies showing limited evi-
dence of carcinogenicity in humans
together with limited evidence of carcino-
genicity in experimental animals’.

In the RAR, almost no weight is given
to studies from the published literature
and there is an over-reliance on non-
publicly available industry-provided
studies using a limited set of assays that
define the minimum data necessary for
the marketing of a pesticide. The IARC
WG evaluation of probably carcinogenic
to humans accurately reflects the results of
published scientific literature on glypho-
sate and, on the face of it, unpublished
studies to which EFSA refers.

Most of the authors of this commentary
previously expressed their concerns to
EFSA and others regarding their review of
glyphosate28 to which EFSA has published
a reply.29 This commentary responds to
the EFSA reply.

The views expressed in this editorial are
the opinion of the authors and do not
imply an endorsement or support for
these opinions by any organisations to
which they are affiliated.
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Introduction
Important advances in human health have 
come from the recognition of health hazards 
and the development of policy actions to 
address them (Brownson et al. 2009; Espina 
et al. 2013; Samet 2000). Government and 
non governmental organizations use expert 
panels to review the scientific literature 
and to assess its relevance to public health 
policies. Scientific experts are charged with 
reviewing the quality and quantity of the 
scientific evidence and providing scientific 

interpretations of the evidence that underpin 
a range of health policy decisions.

The IARC Monographs on the Evaluation 
of Carcinogenic Risks to Humans of the 
International Agency for Research on Cancer 
(IARC) are a prominent example of such 
an expert review process. The goal of the 
Monograph Programme is to assess carcino-
genic hazards from occupational, environ-
mental, and lifestyle exposures and agents, 
thus providing an essential step in the societal 
decision-making process to identify and 

then control carcinogenic hazards. For these 
evaluations, IARC assembles groups of scien-
tists with a range of relevant scientific exper-
tise (called “Working Groups”) to review and 
assess the quality and strength of evidence 
from informative publications and perform a 
hazard evaluation to assess the likelihood that 
the agents of concern pose a cancer hazard 
to humans (Tomatis 1976). IARC has used 
this approach for four decades, since the first 
Monograph in 1972 (IARC 1972). Although 
widely accepted inter nationally, there 
have been criticisms of the classification of 
particular agents in the past, and more recent 
criticisms have been directed at the general 
approach adopted by IARC for such evalua-
tions (Boffetta et al. 2009; Epidemiology 
Monitor 2012; Ioannidis 2005; Kabat 2012; 
McLaughlin et al. 2010, 2011).

The Monographs are widely used and 
referenced by governments, organizations, 
and the public around the world; therefore, 
it is critical that Working Group conclusions 
be clear and transparent. In addition to the 
actual evaluation, a major contribution of 
the Monographs is the assembly of relevant 
literature and its dissemination to the public. 
We recognize that no system of evaluation is 
perfect. It is important to foster continuing 
improvement of the methods used by IARC 
and other bodies that review scientific 
evidence. The IARC process itself has been 
modified from time to time (e.g., addition of 
specific evaluation of mechanistic data and 
greater use of formal meta-analyses and data-
pooling approaches). Indeed, as recently as 
April 2014, the IARC Monographs program 
has been a subject of a review by the Advisory 
Group to recommend priorities for IARC 
Monographs during 2015–2019 (Straif 
et al. 2014). The Advisory Group has made 
a number of recommendations on further 
improvements in the Monographs process 
specifically related to conflict of interest, 
transparency, and the use of the systematic 
review procedures in data gathering and 
evaluation. Thus, possible changes to the 
process are periodically considered by IARC 
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governing groups (Scientific Council and 
Governing Council) and Advisory Groups.

Here, we focus on current IARC processes 
and practices because these have been the 
focus of recent criticisms. The authors of this 
Commentary are scientists from a wide range 
of disciplines who are involved in designing 
and conducting studies that provide data 
used in hazard evaluations, such as those 
performed by IARC. Many (but not all) of us 
have served on IARC Monograph Working 
Groups, but none are current IARC staff. We 
first discuss the history of IARC, and describe 
how the IARC evaluations are performed in 
order to foster evidence-based policy. We 
then describe why unbiased evalua tions, 
based on the evidence and free of conflicts 
of interest, are necessary for public health 
decision making. Finally, we discuss the 
recent criticisms of the IARC approach.

The IARC Monographs
History of the IARC Monographs. Shortly 
after IARC’s establishment, its parent entity, 
the World Health Organization (WHO), 
asked IARC to prepare a list of agents known 
to cause cancer in humans. IARC recognized 
the need for a systematic process to determine 
which agents should be listed. Such a process 
was launched in 1972 by Lorenzo Tomatis, 
then Chief of the Division of Carcinogenicity 
of IARC (Tomatis 1976). IARC is funded by 
the governments of 24 countries that have 
decided to become members, in addition to 
competitive grants from funding agencies. 
The IARC Monograph Programme is 
mainly funded by the U.S. National Cancer 
Institute through a renewable grant subject 
to peer review of the program. Other sources 
of external funding have included the 
European Commission Directorate-General 
of Employment, Social Affairs and Equal 
Opportunities; the U.S. National Institute of 
Environmental Health Sciences; and the U.S. 
Environmental Protection Agency.

The IARC process antedates current 
systematic review methods, but anticipated 
some of them, for example, with regard to 
transparent literature identification. In the 
IARC process, agents are assessed for carcino-
genic hazard and assigned to one of five cate-
gories, ranging from carcinogenic to humans 
to probably not carcinogenic to humans 
(Appendix 1). The classification categories are 
described in the preamble to the Monographs 
(IARC 2006). Carcinogenic hazard identifica-
tion refers to an assessment of whether an agent 
causes cancer. Hazard identification does not 
predict the magnitude of cancer risks under 
specific conditions; this can be determined only 
with appropriate exposure–response informa-
tion (National Research Council 2009).

The IARC Monograph process. The process 
for the preparation of an IARC Monograph 

is clearly described in the Preamble, which is 
published as part of each Monograph (e.g., 
IARC 2014a). It starts with the nomination 
of candidate agents. Nominations come from 
national regulatory agencies, scientists, and 
stakeholders, including public health profes-
sionals, experts in environmental or occu-
pational hygiene, industry representatives, 
and private citizens. It is important to note 
that anyone (including private citizens) can 
participate in the nomination process. The 
Monograph Programme convenes meetings 
of special Advisory Groups (composed of 
external scientists that possess a broad range 
of relevant professional skills) to review agents 
nominated for evaluation and to suggest 
IARC priorities for such reviews (Ward et al. 
2010). Announcements of a review are made 
on the IARC website (http://monographs.iarc.
fr/ENG/Meetings/). For example, in 2013 
IARC sought nominations for agents to be 
evaluated in 2015–2019 (IARC 2014b). An 
Advisory Group reviewed the nominated 
agents and exposures, added several new ones, 
and discussed the priorities for each.

The IARC staff makes the final selection 
of agents for review by taking into account 
the prevalence and intensity of exposure (of 
both occupational groups and the general 
population) and availability of sufficient 
literature for an evaluation of carcinogenicity, 
as well as advice from the Advisory Groups. 
The large majority of evaluations concern 
specific compounds, but there are also mono-
graphs on various occupations or industries, 
for example, aluminum production, insecti-
cide applicators, firefighters, manufacture of 
leather goods, leather tanning and processing, 
welding, painters, petroleum refining, and 
pulp and paper manufacturing. Some indi-
vidual exposures that occur in these settings 
have also been evaluated.

The next step is the selection of members 
of the Working Group (WG). IARC staff 
review the literature to identify Working 
Group candidates and specialists in relevant 
areas of expertise; they also seek names 
of possible candidates from the scientific 
community and advisory groups. The list of 
potential members, including disclosure of 
relevant conflicts of interest, is posted on the 
IARC website (http://monographs.iarc.fr/
ENG/Meetings/) before the WG is convened, 
and anyone can send comments. Members 
are typically scientists who have conducted 
research relevant to the agent under review, 
but not necessarily on the specific agent. 
Selection procedures are evaluated yearly by 
the Scientific and the Governing Councils. 
The IARC Section of Monographs also 
has an external Advisory Board, made up 
of independent scientists, that periodically 
peer reviews its activities. In addition to 
Working Group members, invited specialists, 

representatives of health agencies, stakeholder 
observers, and the IARC Secretariat also 
attend meetings.

The responsibility of the Working 
Group is to review the literature before the 
Monograph meeting, discuss the literature 
at the meeting, and then classify whether an 
agent is carcinogenic, probably carcinogenic, 
possibly carcinogenic, not classifiable, or 
probably not carcinogenic to humans (see 
Appendix 1). Working Group members 
are also responsible for writing the IARC 
Monograph, which must both review the 
literature and explain why the Working 
Group came to their specific conclusions.

The procedures used to evaluate the scien-
tific evidence are described in the Preamble 
to the Monographs (IARC 2006). It is 
important to stress that only Working Group 
members conduct the actual evalua tion (Wild 
and Cogliano 2011; Wild and Straif 2011). 
IARC staff facilitate the evalua tion process and 
ensure that the procedures described in the 
Preamble are followed; however, they do not 
determine the outcomes.

IARC assessments of carcinogenicity 
are based on, and necessarily limited to, 
scientific evidence available at the time 
of the review. The evidence comes from 
epidemiologic studies, animal bioassays, 
pharmacokinetic/mechanistic experiments, 
and surveys of human exposure. The aim is 
to include all relevant papers on cancer in 
humans and experimental animals that have 
been published, or accepted for publication, 
in peer-reviewed scientific journals and also 
any publicly available government or agency 
documents that provide data on the circum-
stances and extent of human exposure. To 
that end, the search of the literature takes a 
comprehensive approach. Papers that are 
found not to provide useful evidence can be 
excluded later in the process. IARC staff first 
use previous IARC Monographs (if available), 
database searches using relevant text strings, 
and contact with investigators in the field to 
identify potentially relevant material. Thus, the 
initial assembly of the literature is performed 
by individuals who are not engaged in the 
actual evaluation. Working Group members 
are then assigned various writing tasks and 
are instructed to perform their own literature 
searches to identify any further papers that 
might have been missed. In addition, all of the 
papers assembled by IARC are made available 
to the full Working Group before they meet, 
and any member can recommend other papers 
not previously identified that they think should 
be considered. Finally, papers can be recom-
mended by stakeholder representatives before 
or during the Working Group meeting.

At the meeting of the Working Group, 
the assembled documents are reviewed and 
summarized by discipline-related subgroups.
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However, any member of the Working Group 
has access to all of the assembled literature. The 
summaries are distributed to all subgroups, and 
information from all disciplines is discussed in 
plenary sessions prior to assigning the agents to 
a specific carcino genicity category.

Because new findings continually emerge 
in the literature, agents are reconsidered when 
IARC and IARC Advisory Groups judge 
that there is sufficient additional information 
that might alter a previous evaluation. Thus, 
conclusions regarding human carcinogenicity 
of particular substances may change as new 
evidence becomes available. For some agents, 
this reevaluation has resulted in progres-
sion toward greater certainty regarding their 
human carcinogenicity, whereas for others 
the progress has been moved toward less 
certainty. Such movements are expected in 
an open, transparent, and evidence-based 
process. A comprehensive update of all 
Group 1 carcinogens was recently accom-
plished in Volume 100 A through F (http://
monographs.iarc.fr/ENG/Monographs/
PDFs/index.php).

Usually, several agents are evaluated in a 
single meeting lasting more than 1 week. After 
discussing the evidence fully, the Working 
Group members follow the published IARC 
procedures for combining information from 
epidemiologic studies and bioassays to arrive 
at a preliminary classification (IARC 2014a). 
Mechanistic data are then considered in order 
to determine whether they warrant a change 
from the preliminary classification. The 
Working Group then votes on the final deter-
mination. Many votes are unanimous, but on 
occasion some reviewers may favor a higher 
or lower ranking than the majority. When 
there is dissent, alternative interpretations 
and their underlying reasoning are sometimes 
reported in the rationale for the evaluation if 
the dissenters feel their point of view is not 
sufficiently addressed in the monograph.

Consideration of the totality of the 
evidence. IARC Working Groups make 
every effort to provide full and transparent 
documentation of what evidence was 
assembled, how it was evaluated, and which 
papers were most important for the hazard 
evaluation. Consequently, the monographs 
are often quite lengthy, containing many 
evidence tables [see, for example, the recent 
monograph on trichloroethylene (IARC 
2014c)]. Evaluations involve consideration 
of all of the known relevant evidence from 
epidemiologic, animal, pharmacokinetic/
mechanistic, and exposure studies to assess 
cancer hazard in humans. Information on 
human exposure is not formally graded as 
part of the overall assessment of carcinogenic 
hazard; however, these data make a critical 
contribution to the process by charac-
terizing the timing, duration, and levels of 

exposure in the population, and in evaluating 
the quality of the exposure assessment in 
epidemiologic studies.

Doubts and criticisms have sometimes 
been expressed about the relative weights 
attributed to evidence from individual disci-
plines to the assessment of cancer hazards to 
humans; however, each discipline provides 
important evidence toward the overall evalu-
ation of causality according to the Bradford 
Hill considerations (Hill 1965). Because the 
totality of the evidence is considered, defi-
ciencies in one discipline are often offset by 
strengths in another. For example, epidemio-
logic studies may focus on population-relevant 
exposures, whereas findings from animal 
experiments usually involve higher exposures 
but are less susceptible to confounding.

Long-term animal bioassays and mecha-
nistic studies provide critical information on 
the capacity of an agent to produce cancer 
in mammalian systems, including humans, 
and to contribute to decisions that would 
lead to better protection of human health. 
Bioassays are the backbone of regulatory 
science because they provide the opportu-
nity to rigorously evaluate potential hazards 
before there is widespread human exposure. 
Bioassays and mechanistic studies are some-
times criticized for employing exposure routes 
and doses that in most instances humans 
would not experience, although experimental 
dose categories sometimes approach exposure 
levels found in occupational situations. There 
is evidence that carcinogenicity in human and 
animal studies is often concordant, although 
data may differ as to the affected cancer site 
(Haseman 2000; Maronpot et al. 2004; 
Tomatis 2002). A major effort to evaluate 
the concordance between animal and human 
results is currently under way; two Working 
Groups were convened at IARC in 2012, and 
a systematic evaluation of the correspondence 
between human and animal data was under-
taken (a report is not yet publicly available). 

Criticisms of the IARC Process
IARC Monographs are widely used to 
identify potential carcinogenic hazards to 
humans and serve as reference documents 
summarizing the literature on many different 
agents. In recent years, however, individuals 
have criticized both the classification of indi-
vidual agents as well as the general evaluative 
approach (Boffetta et al. 2009; Epidemiology 
Monitor 2012; Kabat 2012; McLaughlin 
et al. 2010, 2011). We discuss four of these 
criticisms below.

Criticisms of epidemiology. Some of the 
criticisms of the IARC process have occurred 
in the context of more general criticisms 
of epidemiology as a science (Kabat 2008); 
these were discussed in detail by Blair et al. 
(2009). Potential methodological weaknesses 

for observational epidemiologic studies are 
well recognized and can be found in any 
epidemiologic textbook (Checkoway et al. 
2004; Rothman et al. 2008). Most studies 
are subject to one or more methodological 
limitations, but this does not necessarily 
invalidate their findings (Blair et al. 2009). 
In fact, the value of epidemiologic studies has 
been shown by the identification of a number 
of well-established human carcino gens, 
including tobacco, asbestos, benzene, hexa-
valent chromium, and some viruses, in 
multiple studies. Some critics also argue that 
small or non existent health risks are unjustifi-
ably highlighted and hyped by researchers who 
have a vested interest in continued research 
funding and the need to publish to benefit 
their careers (Boffetta et al. 2008; Kabat 
2008; McLaughlin et al. 2010, 2011; Taubes 
1995). However, such over stated results are 
unlikely to exert much of an influence in a 
Monograph because IARC evaluations are 
based on the totality of the evidence. The 
problem would have to occur in multiple 
studies, and the Working Group would have 
to be unable to identify it or be unwilling to 
weigh such studies appropriately. Incorrect 
positive conclusions regarding carcino genicity 
may also occur in reviews of multiple studies 
because of publication bias, which may 
selectively populate the literature only with 
“positive” findings. However, once a topic is 
recognized as scientifically important, reports 
on relevant studies will be published regardless 
of the findings, so publication bias is mainly a 
concern for newly arising issues. To evaluate 
the potential for publication bias, Working 
Groups consider whether stronger negative 
studies (both in terms of design and sample 
size) have emerged after publication of an 
initial cluster of smaller and/or weaker positive 
studies. Funnel plots help in the assessment 
of bias relating to sample size and publica-
tion bias (Borenstein et al. 2009). In contrast, 
there are no established statistical techniques 
to clearly characterize strength of design.

One of the distinctive features of epide-
miology is that criticism and self-criticism 
are firmly embedded in the discipline. A 
great deal of work has been done on devel-
oping methods for critical appraisal (Elwood 
2007) and for assessing the likely strength 
and direction of possible biases (Rothman 
et al. 2008). Epidemiologists and other 
members on Working Groups routinely use 
various approaches to assess possible bias in 
study design and analysis when weighing the 
strengths of different studies.

The issue of false positives. Epidemiology 
specifically has been criticized for a tendency 
to produce false-positive results (i.e., indi-
vidual study associations not borne out by 
the weight of the evidence) or to preferen-
tially report positive findings over negative 
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or inconclusive findings (i.e., publication 
bias) (Boffetta et al. 2008, 2009; Ioannidis 
2005; Kabat 2012; McLaughlin and Tarone 
2013). This criticism has been most often 
applied to potential false positives from 
individual studies, but it has been inferred 
that this problem may also apply to overall 
hazard evaluations, which use findings from 
multiple studies. We will consider each of 
these issues in turn.

False-positive findings may occur by 
chance, particularly when many combinations 
of exposures and health outcomes have been 
examined in a single study without strong 
prior expectations of association; this happens 
often, for example, in genome-wide associa-
tion studies where thousands of gene–disease 
associations are evaluated. Chance, of course, 
operates in all disciplines and in both obser-
vational and experimental studies. However, 
there are well-known statistical techniques 
to reduce the probability of declaring chance 
findings as “positive” (Rothman et al. 2008). 
Independent replication, however, is the most 
convincing way of checking for “chance” 
findings; hazard evaluations, such as those 
conducted by IARC Working Groups, rely 
heavily on reproducibility in independent 
studies and also interpret data following 
Bradford Hill principles (Hill 1965). 

False negatives are more difficult to 
address, and perhaps they occur more 
frequently than false positives because of low 
statistical power, non differential misclas-
sification of exposure and/or outcome, and 
incomplete follow-up, which tends to reduce 
the observed difference in risk between 
the exposed and non exposed populations 
(Ahlbom et al. 1990; Blair et al. 2009; 
Grandjean 2005; Rothman et al. 2008). A 
new positive association stimulates research, 
whereas studies finding no associations tend 
to stifle further work.

There are difficulties in conducting 
epidemiologic studies of agents that are rela-
tively “weak” carcinogens, or for stronger 
carcinogens where exposure is very low 
because bias and confounding can obscure 
weak positive associations (MacMahon et al. 
1981). In general, weak carcinogens and low 
levels of exposure result in a smaller “signal-
to-noise” ratio making the real signal more 
difficult to detect. Although the identifica-
tion of small relative risks to humans poses 
special challenges to scientific research, the 
refinement of study designs, improvements 
in methods of exposure assessment, and the 
use of biomarkers have helped to address the 
problems (e.g., newer studies on the effects 
of air pollution, the growth in opportuni-
ties to examine gene–environment interac-
tions) (Gallo et al. 2011). In some situations, 
there is less of a problem. For example, in 
occupational studies, exposures and relative 

risks may be higher while differences in 
lifestyle factors between different groups of 
workers are smaller (Checkoway et al. 2004); 
thus, any confounding by non occupational 
factors is likely to be weak, even from potent 
causes of cancer such as cigarette smoking 
(Siemiatycki et al. 1988). Of course, the 
interpretation of such studies is enhanced 
when there is supporting evidence from bioas-
says and/or mechanistic studies.

False-positive and false-negative findings 
in individual studies may arise by chance 
or bias, including bias due to confounding 
(Rothman et al. 2008). However, the evalua-
tion of multiple independent epidemiologic 
studies from various geographic locations, 
involving a variety of study designs, as well as 
evidence from experimental studies, reduces 
the possibility that false-positive findings from 
any individual study influences the overall 
evalua tion process. Some studies may have 
greater influence than others because of meth-
odological strengths and/or large sample size. 
The use of information from a variety of study 
designs reduces the likelihood of false-positive 
evaluations because it is unlikely that the same 
biases will occur in multiple studies based on 
different populations under different study 
designs. Moreover, apparently conflicting 
results from epidemiologic studies do not 
necessarily indicate that some are false positive 
or false negative. This might, for example, 
reflect differences in levels of exposure or 
susceptibility to the effects of exposure 
(effect modification). Finally, judgment by 
the Working Group is not based exclusively 
on epidemiologic studies but usually also 
on results from laboratory and mechanistic 
studies that provide further evidence and 
biological coherence. For the Monographs 
that evaluate carcinogenic hazards associated 
with specific occupations or industries, the 
exposures of interest usually involve a complex 
mixture of chemicals. For these evaluations, 
most information comes from epidemiologic 
studies, although exposures to individual 
agents occurring at these workplaces may have 
been evaluated in experi mental studies.

Discontent with IARC Monograph 
processes. The IARC Monograph evalua tion 
process has been criticized and it has been 
alleged that “a number of scientists with 
direct experience of IARC have felt compelled 
to dissociate themselves from the agency’s 
approach to evaluating carcinogenic hazards” 
(Kabat 2012). This is a serious charge. 
However, the author of this claim provided 
no evidence to support the charge that a 
“number of scientists” have dissociated them-
selves from the process, nor has there been 
any indication of how many scientists have 
taken this step, or for what reason. In science, 
we expect sweeping statements such as this to 
be appropriately documented. We have not 

been able to identify any credible support for 
this contention.

There is an IARC Governing Council 
and a Scientific Council to provide oversight 
and guidance to the agency. The Governing 
Council represents the participating states 
and sets general IARC policy. It appoints the 
IARC Director and members of the Scientific 
Council. The latter are independent scientists 
who are selected to provide scientific exper-
tise and not as representatives of the member 
states. They serve for 4 years and serve without 
pay. The voting members of Monograph 
Working Groups are not employed by IARC, 
and they perform this task without financial 
compensation. There have been 111 volumes, 
including six separate documents under 
Volume 100, and three Supplements. Over 
the years, as the number of publications for 
each agent to be evaluated increased, the size 
of Working Groups has increased. Early in the 
process they were sometimes as small as 10, 
but now they sometimes include as many as 
30 scientists. We estimate that over the entire 
Monograph series, approximately 1,500 scien-
tists have served as Working Group members, 
and of course many scientists have also served 
on the Advisory Groups, Scientific Council, 
and Governing Council. Thus, if even a small 
percentage of these scientists were disen-
chanted with the IARC process, it would result 
in a considerable number of such individuals 
and should be easy to document. To be taken 
seriously, the “dissociation” criticism needs 
to be supported by documented information 
describing the number of scientists who have 
taken this action.

Criticisms of specific evaluations. Some 
criticisms of the IARC process relate to 
specific agents, where it is asserted that the 
hazard evaluations of category 2B, 2A, or 1 
are not supported by the scientific literature. 
In the 111 volumes of the Monographs 
produced over the four decades since 1971, 
970 agents have been considered, 114 
(12%) have been classified as carcinogenic 
to humans (Group 1), 69 (7%) as probably 
carcinogenic (Group 2A), 283 (29%) as 
possibly carcinogenic (Group 2B), 504 (52%) 
as not classifiable regarding their carcinoge-
nicity (Group 3), and 1 (< 1%) as probably 
not carcinogenic to humans (Group 4). Thus, 
even for this highly select group of agents 
(i.e., those selected for evalua tion because 
there was some concern that they might be 
carcinogenic), more than one-half were “not 
classifiable” or “probably not carcino genic,” 
and a further 29% were placed into the 
category of possibly carcinogenic to humans. 
This distribution, based on nearly 1,000 eval-
uations in which fewer than one in five agents 
were classified as carcinogenic or probably 
carcinogenic to humans, does not support a 
conclusion that the process is heavily biased 
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toward classifying agents as carcinogenic 
(Boffetta et al. 2009; Kabat 2012).

The monographs for formaldehyde, coffee, 
DDT, and radiofrequency electro magnetic 
radiation have been cited as examples of prob-
lematic evaluations by some (Kabat 2012) 
[among these, only formaldehyde was classi-
fied as known to be carcinogenic to humans 
(Group 1) by an IARC Working Group]. 
These are important agents. However, to 
accept the charge that IARC evaluations are 
fundamentally biased, one has to assume 
that the scientists who were members of the 
Working Groups were incapable of appro-
priately evaluating weaknesses in the data, 
or that they distorted the evaluative process 
because of personal biases. In our experience, 
neither of these assertions is correct. Dissent 
among scientists is not unusual in any area 
of science. It is a strength of the scientific 
process. The IARC process capitalizes on this 
by bringing scientists from different disci-
plines together in one room to evaluate the 
literature and to reach a reasoned conclusion. 
Differences of opinion occur among Working 
Group members. These differences, however, 
typically involve disputes related to assign-
ment to adjacent classification categories. It is 
instructive that there are no instances in which 
a carcinogen classified at the Group 1 level 
by one Working Group has been reversed 
by another. The recent review of all Group 1 
agents for Volume 100 provided ample oppor-
tunity to reverse such previous classifications, 
but none occurred. Every scientist could 
probably name a substance that has been 
reviewed by IARC that they might person-
ally place in a different category from that 
assigned by the Working Group, but this is 
one opinion against the collective wisdom and 
process of the Working Group.

Criticisms of the composition of the 
working groups. The composition of the 
Working Groups has also been criticized 
(Erren 2011; McLaughlin et al. 2010, 
2011); it has been argued that members of 
the Working Groups who have conducted 
research on the agents under evaluation have 
a vested interest in advancing their own 
research results in the deliberations. This criti-
cism has been addressed directly by Wild and 
colleagues (Wild and Cogliano 2011; Wild 
and Straif 2011) from IARC, and we know 
of no evidence to support this contention. 
Even if some scientists on the Working Group 
have performed research on some of the agents 
being considered, they make up a minority of 
the Working Group because several agents are 
usually evaluated in a single meeting, so the 
number of Working Group members who 
have conducted research on any one agent 
is typically small. Our experience has been 
that having some scientists who are knowl-
edgeable about the studies of the agent under 

evaluation (and can therefore answer technical 
queries) and others from different, but related, 
fields provides a knowledgeable and balanced 
mix of scientific backgrounds for a thoughtful 
evaluation of the literature.

Working Group members do not receive 
any fee for their work, but they are paid travel 

expenses, and there is some prestige associ-
ated with service on an IARC Monograph. 
However, most scientists asked to serve on 
IARC Working Groups have already achieved 
some measure of scientific stature, and there 
is no reason why this should bias their evalua-
tion in one direction or the other. In addition, 

Appendix 1: Classification Categories for the Overall Evaluation 
for the IARC Monographs (IARC 2006) 
Group 1: The agent is carcinogenic to humans.
This category is used when there is sufficient evidence of carcinogenicity in humans. 
Exceptionally, an agent may be placed in this category when evidence of carcinogenicity in 
humans is less than sufficient but there is sufficient evidence of carcinogenicity in experi-
mental animals and strong evidence in exposed humans that the agent acts through a relevant 
mechanism of carcinogenicity.
Group 2.
This category includes agents for which, at one extreme, the degree of evidence of carcino-
genicity in humans is almost sufficient, as well as those for which, at the other extreme, there 
are no human data but for which there is evidence of carcinogenicity in experimental animals. 
Agents are assigned to either Group 2A (probably carcinogenic to humans) or Group 2B 
(possibly carcinogenic to humans) on the basis of epidemiological and experimental evidence 
of carcinogenicity and mechanistic and other relevant data. The terms probably carcinogenic 
and possibly carcinogenic have no quantitative significance and are used simply as descriptors 
of different levels of evidence of human carcinogenicity, with probably carcino genic signifying a 
higher level of evidence than possibly carcinogenic.

Group 2A: The agent is probably carcinogenic to humans.
This category is used when there is limited evidence of carcinogenicity in humans and sufficient 
evidence of carcinogenicity in experimental animals. In some cases, an agent may be classified 
in this category when there is inadequate evidence of carcinogenicity in humans and sufficient 
evidence of carcinogenicity in experimental animals and strong evidence that the carcino-
genesis is mediated by a mechanism that also operates in humans. Exceptionally, an agent 
may be classified in this category solely on the basis of limited evidence of carcinogenicity in 
humans. An agent may be assigned to this category if it clearly belongs, based on mechanistic 
considerations, to a class of agents for which one or more members have been classified in 
Group 1 or Group 2A.

Group 2B: The agent is possibly carcinogenic to humans.
This category is used for agents for which there is limited evidence of carcinogenicity in humans 
and less than sufficient evidence of carcinogenicity in experimental animals. It may also be used 
when there is inadequate evidence of carcinogenicity in humans but there is sufficient evidence 
of carcinogenicity in experimental animals. In some instances, an agent for which there is 
inadequate evidence of carcinogenicity in humans and less than sufficient evidence of carcino-
genicity in experimental animals together with supporting evidence from mechanistic and 
other relevant data may be placed in this group. An agent may be classified in this category 
solely on the basis of strong evidence from mechanistic and other relevant data.
Group 3: The agent is not classifiable as to its carcinogenicity to humans.
This category is used most commonly for agents for which the evidence of carcinogenicity is 
inadequate in humans and inadequate or limited in experimental animals.
Exceptionally, agents for which the evidence of carcinogenicity is inadequate in humans 
but sufficient in experimental animals may be placed in this category when there is 
strong evidence that the mechanism of carcinogenicity in experimental animals does not 
operate in humans.

Agents that do not fall into any other group are also placed in this category.
An evaluation in Group 3 is not a determination of non carcinogenicity or overall safety. 

It often means that further research is needed, especially when exposures are widespread or 
the cancer data are consistent with differing interpretations.
Group 4: The agent is probably not carcinogenic to humans.
This category is used for agents for which there is evidence suggesting lack of carcinogenicity in 
humans and in experimental animals. In some instances, agents for which there is inadequate 
evidence of carcinogenicity in humans but evidence suggesting lack of carcinogenicity in experi-
mental animals, consistently and strongly supported by a broad range of mechanistic and 
other relevant data, may be classified in this group.
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IARC strictly requires that any conflict of 
interests be divulged, and does not allow those 
with conflicts of interest to serve on Working 
Groups, although non voting observers who 
may have conflicts of interest are able to attend 
the Working Group meetings.

Conclusions
For more than four decades the IARC 
Monograph Programme has provided evalua-
tions of cancer hazards to humans from many 
different exposures and agents. These are often 
the first evaluations of new and emerging 
threats to public health and, consequently, 
are subject to intense scrutiny. Although these 
evaluations are widely respected and used by 
many organizations, institutions, companies, 
and government agencies to improve the 
public’s health, IARC has recently been subject 
to criticism over conclusions on specific agents, 
the process that leads to such conclusions, 
and membership of the Working Groups. 
Debate and criticism facilitate self-correction 
and a check on the validity in science. We 
are concerned, however, that the criticisms 
expressed by a vocal minority regarding the 
evaluations of a few agents may promote the 
denigration of a process that has served the 
public and public health well for many decades 
for reasons that are not supported by data.

There has been very broad involvement 
of the scientific community in the IARC 
Monograph Programme through partici-
pation in the Working Groups and service 
on the IARC Governing and Scientific 
Councils and ad hoc Advisory Board for 
the Monograph Programme. The long list 
of scientists who are coauthors of this paper 
attests to the strong support that IARC has 
in the scientific community. Many exposures 
that IARC has evaluated have also been 
independently evaluated by other institu-
tions, such as the U.S. National Toxicology 
Program (https://ntp.niehs.nih.gov/); U.S. 
Environmental Protection Agency (http://
www.epa.gov/); National Academy of 
Sciences (http://www.nasonline.org/); the 
American Conference of Governmental 
Industrial Hygienists (ACGIH) Threshold 
Limit Values and Biological Exposure Indices 
(http://www.acgih.org/); the Nordic Expert 
Group for Criteria Documentation of 
Health Risks from Chemicals (http://www.
av.se/arkiv/neg/); Institute of Occupational 
Medicine (http://www.iom-world.org/); 
World Cancer Research Fund/American 
Institute for Cancer Research (WCRF/
AICR) Expert Reports; European Chemicals 
Agency (https://echa.europa.eu); Swedish 
Criteria Group for Occupational Standards 
(2013); California Office of Environmental 
Hazard Assessment (Proposition 65; http://
oehha.ca.gov/prop65/background/p65plain.
html); Health Canada Bureau of Chemical 

Safety (http://www.hc-sc.gc.ca/ahc-asc/
branch-dirgen/hpfb-dgpsa/fd-da/bcs-bsc/
index-eng.php); Scientific Committee on 
Occupational Exposure Limits (SCOEL), 
European Commission, Employment, Social 
Affairs and Inclusion (http://ec.europa.eu/
social/main.jsp?catId=148&langId=en&intPa
geId=684); European Food Safety Authority 
(EFSA 2013); and European Chemicals 
Agency (ECHA; http://echa.europa.eu/). 
Assessments from these groups typically come 
to conclusions similar to those from IARC. 
This further indicates broad agreement within 
the scientific community regarding evidence 
on carcino genicity in the scientific literature 
and expands the number of scientists who 
do not have a “vested interest” but who have 
generally agreed with those conclusions.

Disagreement with the conclusions in an 
IARC Monograph for an individual agent is 
not evidence for a failed or biased approach. 
Some disagreement about the carcinogenic 
hazard of important agents seems inherent to 
the scientific enterprise and is unavoidable at 
early stages of the hazard evaluation, where 
IARC usually operates. Because the evalua-
tions are not—and should not be—static, it 
is difficult to see how such assessments could 
be addressed any differently. Substances now 
universally recognized as human carcinogens 
(e.g., tobacco, asbestos) at one time went 
through a quite lengthy period of contentious 
debate (Michaels 2006, 2008). Any process 
can in theory be improved with fair and 
constructive criticism; appropriate reviews may 
take place from time to time, and we would 
support continued review and improvement 
of the IARC processes. However, as a group of 
international scientists, we have looked care-
fully at the recent charges of flaws and bias 
in the hazard evaluations by IARC Working 
Groups, and we have concluded that the recent 
criticisms are unfair and unconstructive.
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